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ABSTRACT

Delay Differential Analysis (DDA) is a nonlinear method for analyzing time series based on principles from nonlinear dynamical systems.
DDA is extended here to incorporate network aspects to improve the dynamical characterization of complex systems. To demonstrate its
effectiveness, DDA with network capabilities was first applied to the well-known Rossler system under different parameter regimes and noise
conditions. Network-motif DDA, based on cortical regions, was then applied to invasive intracranial electroencephalographic data from
drug-resistant epilepsy patients undergoing presurgical monitoring. The directional network motifs between brain areas that emerge from
this analysis change dramatically before, during, and after seizures. Neural systems provide a rich source of complex data, arising from varying

internal states generated by network interactions.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0165904

Epilepsy is a neural network disorder that affects over 50 million
people worldwide. Although some patients benefit from current
medical treatments, many still have seizures that are refrac-
tory. Despite advances made in the diagnosis and treatment of
epilepsy, the proportion of patients who are free of seizures fol-
lowing treatment has not changed. Epilepsy manifests in a wide
range of symptoms and conditions, with influence that often
extends far beyond the regions of seizure onset. Recent meth-
ods aimed at uncovering the network dynamics of brain activity
allow seizures to be investigated in ever greater detail. Here,
we use network-motif delay differential analysis (NM-DDA), a
new flavor of delay differential analysis, to explore and better

understand how seizures originate, the pathways through which
they propagate, and how they eventually terminate.

. INTRODUCTION

Complex systems often display emergent properties and are
challenging to investigate. When the whole is greater than the sum
of its parts, reductionist descriptions are not enough to under-
stand, predict, or control its behavior. Examples of such systems
are abundant in physics, climate studies, economics, and biology."”
Thus, developing frameworks to investigate complex networks
and uncover common principles between seemingly very different
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systems or domains is an active and promising research direction.
Critical elements of such a framework include nonlinear dynamics,
statistical physics, and network theory.’

The activity of the brain is a preeminent example of such a
complex system and is challenging for the study of networks. Com-
plex network dynamics underlie cognition and consciousness,' and
disruptions of these networks on different spatiotemporal scales
lead to neurological conditions that are characterized by abnor-
mal synchronization and coupling between neuronal populations.”’
The most common examples of these include Alzheimer’s disease,”
schizophrenia,” autism spectrum disorder,’ Parkinson’s disease,’
and epilepsy."” Among these conditions, epilepsy is a network
disorder'"'* with special interest for network theory due to its inher-
ently dynamical nature. Abnormal synchronization and network
dynamics are increasingly recurring themes in the theories and
models of epilepsy'’ and may be responsible for the pharmacological
resistance in 20%-30% of cases, which has not dropped in decades
despite the development of new treatments."’

Changes in the functional or effective connectivity are involved
in the initiation,'>'® spreading,”” and termination of seizures.''
These changes may support clinical decisions in cases of intractable
focal epilepsy by providing a better assessment of the putative
epileptogenic zones that are candidates for surgical resection."”

Epileptogenic or seizure onset zones'>*’ are at the tip of epilep-
togenic networks involving interactions with other critical nodes
that generate and maintain seizures. This has implications for the
forecasting,”’~** control, and suppression of seizures,”” in addi-
tion to other targeted (mainly surgical) interventions.'”” In all of
these cases, neural activity is supported by network dynamics,”
and interactions occur between neural populations at different spa-
tiotemporal scales.”>”” Understanding the relevant neural dynamics,
which are often nonlinear, is key to providing useful insights into
ameliorating seizure treatment.

Delay differential analysis (DDA)*"~* is a classification tool
that has been used extensively for analyzing neural data, includ-
ing invasive intracranial electroencephalographic iEEG) recordings
during epileptic seizures. It has several variations that capture differ-
ent aspects of interacting dynamics in nonlinear systems. However,
what has been lacking so far is a focus on the network aspects
underlying dynamics. In this paper, we aim to integrate DDA with
network constraints to better characterize complex systems. We ana-
lyzed data from two nonlinear systems: (i) the well-known model
Rossler system with different parameters and noise conditions and
(ii) invasive intracranial electroencephalographic iEEG) recordings
from epilepsy patients undergoing presurgical monitoring.

This paper is organized as follows: Sec. IT describes DDA and its
different flavors or versions; Sec. [1I introduces the proposed addi-
tion to the DDA framework and demonstrates its use in simulated
data from coupled Réssler systems; Sec. [V contains results of the
proposed approach with real invasive iEEG data from two epilepsy
patients before, during, and after seizures. Discussion of results and
conclusions are given in Sec. V.

Il. THE FLAVORS OF DDA

DDA is a detection/classification framework that combines
differential embeddings with linear and nonlinear nonuniform
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functional delay embeddings®~** to relate the current derivatives of
a system to the current and past values of the system variables.”""">**

More traditional analyses that are often based on spectral fea-
tures have hundreds of features per data segment and approaches
based on artificial neural networks increase even further the feature
space. Therefore, such techniques rely on dimensionality reduction
techniques to achieve a viable number of features. DDA, on the
other hand, achieves a reduced feature space by mapping the data
on a “natural” nonlinear basis (inspired by Max Planck’s “natu-
ral units”™”) that is selected according to the classification problem.
Therefore, DDA is efficient at embedding the meaningful dynam-
ics of the data in a low-dimensional DDA model of only three
terms. This has several advantages: it is noise-insensitive, less prone
to overfitting, and computationally fast and, therefore, making it a
useful tool for analyzing real world iEEG data.’’~*>-*

DDA has four flavors:

1. Single-Trial/Channel DDA (ST-DDA)" is the classical variant
developed for analyzing single time series.

2. Cross-Trial/Channel DDA (CT-DDA)* determines the overall
dynamics of multiple time series simultaneously.

3. Dynamical Ergodicity DDA (DE-DDA)™ is a combination of
ST-DDA and CT-DDA to assess dynamical ergodicity or sim-
ilarity from data.

4. Cross-Dynamical DDA (CD-DDA)’' measures causality between
two time series.

We introduce here Network-Motif DDA (NM-DDA) for net-
work analysis, which uses a combination of all four DDA flavors
above. In Sec. I1I, we introduce this analysis framework on simu-
lated data of coupled Rossler systems; but first, we want to remind
the reader of the four flavors of DDA in detail.

A. ST-DDA

Single-trial/channel DDA is used for analyzing a single time
series. To do that, we first have to select the DDA model that best
fits the overall dynamics of the data.

The general nonlinear DDA model with two time delays and
three terms is

3
W) =y au(t— )" ut — )",
P 1)

i‘:fu'f_pu)

where u(f) is a time series and p, is the fitting error and noise
term. The nonlinearity is specified by m;, n;, 71, € Ny and a degree
m; + n; < 4. The noise and residuals are obtained through data anal-
ysis: First, the upper line in Eq. (1) with m; 4+ n; > 1 is solved by
excluding a constant term to estimate the three coefficients a;,3
using singular value decomposition (SVD).” Then, the noise term
0y in the second line in Eq. (1) is estimated as the least square fitting

error p, = /> (it — F,)*. For stationary data and a DDA model

with an infinite number of parameters, e.g., a Volterra series, the
constant term would be the noise term. For a sparse model of only
three terms, as used in DDA, the constant term includes the noise as
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well as the fitting error of the model. The derivative on the left side
is computed using a center derivative algorithm.">*

The model form of Eq. (1) has to be chosen to fit the overall
nonlinear orchestration of the data. For the two data sets in this
paper, the simulated data from coupled Rossler systems and real
iEEG data from epilepsy patients, the models were chosen by mini-
mizing the error p. For the simulated uncoupled Réssler data we did
an exhaustive search over all three term models with two delays up
to a cubic order of nonlinearity and all delays between 6 and 60 §t,
where 8t is the time step for numerical integration. For the iEEG data
from epilepsy patients, we used a genetic algorithm as explained in
Ref. 42 to find the best model form and delays simultaneously. Data
(recorded with a 500 Hz sampling rate) from 13 patients were used
for this search. They consisted of a million randomly selected two
second data segments around the 155 seizures (half an hour before
to half an hour after seizure onset as marked by neurologists) from
730 iEEG channels. Interestingly, most of the models chosen con-
sisted of two linear and one nonlinear term. Two of those models

pubs.aip.org/aip/cha

had a mean high error before and a low error after seizure onset.
These models are

. 2
u=a u +au, +asu, @
2

. 4
u=ayu +ayu+asu,

where we abbreviated u(t — 7,) = u, to have a more compact nota-
tion and be consistent with previous publications. We use here the
second model because we want to use only one and it proved slightly
better in the past. The genetic algorithm selected 8 delay pairs and
all of those were used in Ref. 42. We chose here one of the delay
pairs that proved to be useful for the analysis of epilepsy iEEG data.
Here, the delays 7, = 7§t and 1, = 106t are employed, where 5t is
the sampling time corresponding to a sampling rate of f; = 500 Hz.

To better explain how ST-DDA extends to the other DDA
flavors, we apply the DDA iEEG model to a time series u(t) of
length L and rewrite it as a matrix equation in the following
way:

: 4
u=a u +au+au,

u(t+1) ut+1—1) ult+1-—10) udt+1-1)!
w(t +2) ut+2—n) ult+2-n) wt+2-)' | /o
at+3) | _ ut+3—1) ult+3—-1) ult+3-1n)
= a 5 (3)
. as
u(t+1L) ut+L—1) ut+L—1) ult+L-—1)
a=M,A.

Note that M is an (L x 3) matrix. L is the number of data
points for each window for the estimation of the three free parame-
ters a; 5,3 It needs to be of sufficient length to capture the embedded
dynamics of the time series while remaining concise enough to
detect changes in those dynamics, making it inherently dependent
on the data. Its choice also depends on the timescale of the dynam-
ics of interest. For the Rdssler data, we use 2000 data points for an
integration step size of §t = 0.025, and for the epilepsy data, we use
a quarter of a second, which gives 125 data points for a sampling rate
of 500 Hz.

B. CT-DDA

Multiple time series can be analyzed with CT-DDA. For two
time series, u; (t) and u,(#), the features can be either computed for
each time series separately, resulting in (A, p,); and (A, p,),, orina
combined way by solving the equation

u M,
Ot e

for the features B = (b, by, b3). In (4), the vector (31> has 2L ele-
2

ments since the two time series u; (f) and u,(t) are each of length L.

(ﬁ‘”) is a (2L x 3) matrix and M,, and My, each have the same

u2

form as M, in Eq. (3). Therefore, B = (by, b, b3) is a vector with
three elements. This can be extended to any number of time series.
Note that for ST-DDA, there are as many feature sets (A, p,) as
there are time series, while for CT-DDA, there is only one combined
feature vector (B, o).

CT-DDA only makes sense if the dynamics in the two time
series u; (f) and u,(t) are similar and, therefore, can be used to test
for dynamical similarity. This motivates dynamical ergodicity.

TABLE I. Parameters of the seven Réssler systems.
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# a, b, Cn

1 0.21 0.21505 4.5
2 0.21 0.20201 4.5
3 0.21 0.20411 45
4 0.20 0.40503 4.5
5 0.20 0.399 05 45
6 0.20 0.41000 4.5
7 0.18 0.500 00 6.8
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FIG. 1. Comparisons of the embeddings of the seven Rossler systems in Eq. (12) with (a) no noise added and with (b) added white noise. For each graph, one data window
(2000 data points) with = = 10 8t of the x, components is shown. The rows correspond to the three cases: (i) seven uncoupled systems, (i) systems #(4, 5,6) — #7 with
€ = 0.15, and (iii) #7 — #(4, 5, 6) with e = 0.15. In the boxes on the left, the network motifs for these three cases are shown. The numbers in the network motifs correspond

to the seven systems. (a) No noise, (b) added white noise with SNR =15 dB.

C. DE-DDA

Consider two time series u;(f) and u,(f) and the two cor-
responding ST-DDA feature vectors (A, p,); and (A, p,),. From
CT-DDA, there is one combined feature vector (B, p;). The mean
of the two ST-DDA errors, p,, and the CT-DDA error p, should

be similar if the analyzed time series have similar dynamics and the
quotient should be close to one. Dynamical ergodicity as used in
DE-DDA is defined as

8 =

——1
Pb

Pe ‘ . (5)
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FIG. 2. Transitional DDA time windows. The top panels show the network motifs
on the left and right. In between, there is a transitional time of 2000 data points
(window length), where the analysis shifts from the left to the right motif. In the
middle panel, the temporal evolution of the stratified dynamical ergodicity matri-
ces is shown. The lower panel shows the mean of three ergodicity matrices over
2000 data points before, during, and after the transition. After and during the tran-
sition, the three different types of dynamics are more obviously indicated by much
higher values of £ than for the uncoupled network. Lower values of the dynamical
ergodicity £ correspond to higher dynamical similarity.

D. CD-DDA

For CD-DDA, we consider two dynamical systems X and Y
resulting in the time series u(¢) and v(f). The first step is to compute
a set of features C = (¢, ¢;, ¢3) with

a=M,C+ p, (6)

where u is a vector of length L and the delay matrix M, is a (L x 3)
matrix. To check if there is a causal connection from Y to X, we add
the delay matrix from the other time series, My, to the equation

u= (M, M,) E + py. (7)

(M, My) nowisa (L x 6) matrix resultingin E = (e}, €5, . . ., €s) with
six elements. If there is a causal connection from Y to X, then the
last three elements of E will make the model better and the error p,,
should decrease. If there is no causal connection from Y to X, then
the last three elements of E will be irrelevant and the error p,, should
not change. The difference

Cuv = |,0u — Puv | (8)

can, therefore, be used to quantify causality from Y to X. A causal
connection from X to Y can be tested in the same way, starting with

v=M,D + p,, )]
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FIG. 3. Transitional DDA time windows for the whole time series. Network motifs
(top panel), dynamical ergodicity as a function over time (middle panel), and
dynamical ergodicity matrices (bottom panel) for the seven time series of the
x-components of the Rossler systems. This figure shows the same properties
as Fig. 2 on a bigger time scale.

where v is a vector of length L and M, is a (L x 3) matrix. Once
again, the second delayed matrix M, can be added to the equation,

V= (Mqu)F+pvu- (10)

(M, M,) is the same combined (L x 6) delay matrix as in Eq. (7)
resulting in F with six elements. Whether the first three terms of F
are relevant or not tells us whether there is a causal connection and

Cvu = |10v — Pyvu | (11)

is used to quantify causality from X to Y.

However, this and all other causality measures assume that the
two dynamical systems are not entirely similar or synchronized to
each other. Adding dynamical ergodicity and looking at £ * C adja-
cency matrices eliminates spurious incorrect connections that result
from non-independent systems.

Ill. NETWORK ANALYSIS ON SIMULATED DATA OF
THE ROSSLER SYSTEM

To first test the framework, we use simulated data of the Rossler
system.”” This system is a three-dimensional system of ordinary
differential equations (ODEs) with one nonlinearity that was intro-
duced by Rossler as a simplification of the Lorenz system.” One
reason it serves as a benchmark system is that, despite its relative
simplicity, it can generate a wide variety of dynamical behaviors,
including chaos. We couple Réssler systems using diffusive cou-
pling as introduced in Palu$ and Vejmelka®’ and consider here seven
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FIG. 4. Causality C for three different networks. The top panel shows the strat-
ified adjacency matrices C for the three cases: (i) seven unconnected systems
(12), (ii) #(4,5,6) — #7, and (iii) #7 — #(4,5, 6). The middle panel shows the
mean adjacency matrices for each case and the bottom panel shows the resulting
network motifs, where the lower quarter of values was disregarded. The linewidths
indicate the connection strengths. This figure clearly points out that C alone
causes spurious connections and needs improvement.

(coupled) Rossler systems,

xn = —Yn— 2 + Zf(xn - xj))
j

In = Xn + Qn Yus (12)
Zy = by + a2y + XuZns
withn=1,2,...,7 and xj is the x-component of another system.

The values for a,, b,, and c, are listed in Table I. € is either 0 or 0.15
depending on which systems are coupled. The seven Rossler sys-
tems were integrated with a step size of 0.05 and down-sampled by
a factor of two. We ran this experiment in three segments: (i) seven
uncoupled systems, (ii) systems #(4, 5,6) — #7 with € = 0.15, and
(iii) #7 — #(4,5,6) with € = 0.15 (see Fig. 1). This experiment was
first run without noise and then repeated for added white noise with
a signal to noise ratio (SNR) of 15dB. Figure 1 shows the embed-
dings of one data window of 2000 data points for each of the seven
x, time series from Eq. (12) for no noise and added white noise of
SNR = 15dB. For the remainder of this section, the three different
cases will have the same backgrounds in the figures.

For the DDA part, we chose a window length of 2000 data
points and a window shift of 500 data points. We used the same

FIG. 5. £ x C for three different networks. The top panel shows the stratified
adjacency matrices £ « C for the three cases. The middle panel shows the mean
adjacency matrices for each case and the bottom panel shows the resulting net-
work motifs where the lower quarter of values was disregarded. The linewidths
indicate the connection strengths. This figure is a clear improvement over Fig. 4
for the coupled systems. In those two cases on the right, only correct connections
are captured. The very left part for the unconnected network still shows spurious
connections but with much lower values. Further improvement is needed.

model and delays as in”!

b=ayu +au,+au, (13)

with 4; = u(t — 1)), 1) = 326t, 1, = 9 6t, and 8t = 0.025. We com-
puted DE-DDA (€) as explained in Ref. 30 for all pairwise combi-
nations of the seven x,, components of the seven Rdssler systems in
Eq. (12). The lower the value of £, the more dynamically similar the
data are. The middle panel in Fig. 2 shows them as a function of time
for a few data windows. The bottom plots show the resulting dynam-
ical ergodicity matrices for three time windows. These three time
windows were chosen before the network switch-on, for a data win-
dow with data from before and after switch-on, and a data window
after network switch-on. The corresponding networks are shown in
the top panel. Figure 3 shows the same for the whole time series and
500 data windows for each case. Lighter colors represent a lower £
value and higher dynamical similarity. As can be seen in Fig. 3 for the
unconnected case, systems #(1,2,3), #(4,5,6), and #7 are clearly simi-
lar. For case (ii), where #(4, 5,6) — #7 system #7 is clearly different,
while all other systems are similar to each other, forming two groups,
namely, #(1,2,3) and #(4,5,6). For case (iii), where #7 — #(4,5,6)
systems #(1,2,3) are most different to all other systems and #(4,5,6)
can still be distinguished from #7.
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transitional windows between the cases. The top panel shows the ground truth
network motifs. This figure is a clear improvement over Fig. 5, where spurious
connections have small singular values.

To recover the network structure we first computed the causal-
ity measure C using CD-DDA. The results are shown in Fig. 4. The
upper panel shows causality from the seven systems to all other sys-
tems as a function of time. Each vertical line represents an adjacency
matrix. The mean of all adjacency matrices for each of the three cases
is shown in the middle panels. These can also be plotted as network
graphs in the bottom panel. To display the network graphs we dis-
regard the lower 25% of the values in the adjacency matrices. For
case (i), we get incorrect connections between the groups of systems
that are similar. For the cases (ii) and (iii), the right connections are
bigger than additional incorrect connections. All incorrect connec-
tions result from dynamical similarity. In such cases, causality is not
meaningful. As explained in Ref. 30, we, therefore, multiply C with £
and show the results in Fig. 5. Now, all the incorrect connections dis-
appeared and we recovered the correct networks for all three cases.
For the unconnected network in case (i), all values are very small and
much smaller than for the other two cases.

In the next step, we did principal component analysis (PCA)*
and computed the first principal component and first singular value
from 100€ * C adjacency matrices with sliding windows over time.
This analysis makes more sense for real data where we have changes
of network connections over time that might, e.g., lead to epileptic
seizures. From Fig. 6, we can see that the first singular value in case
(i), the unconnected systems, is close to zero, while it is bigger for
connected systems. Other SVs could also be used for characterizing
the dynamics, but for the sake of simplicity and demonstrating the
method, we only used one. For the simple dynamics of the simulated
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FIG. 7. & x C for three different networks with noise. The top panel shows the
stratified adjacency matrices £  C for the three cases. The middle panel shows
the mean adjacency matrices for each case and the bottom panel shows the
resulting network motifs where the lower quarter of values was disregarded. The
linewidths indicate the connection strengths. White noise of 15 dB was added to
the data. This figure should be compared to Fig. 5 where the noise-free case is
shown.

Rossler data, adding additional SVs was not necessary to improve
the method. In the case of the epilepsy data, we need to look at more
patients, which is planned for a more medical oriented audience, to
investigate the importance of the other SVs.

To check how the analysis reacts to noise, we added white noise
of SNR = 15 dB to the data and repeated all previous steps. Figures 7
and 8 show the reconstructed networks. Again, the connections in
cases (ii) and (iii) were identified correctly. For case (i), the values of
the connections are very small and the first singular value is close to
zero.

To summarize our findings on simulated data, causality C alone
often shows incorrect connections because the systems are very sim-
ilar (see also Ref. 31 for more examples and comparison to other
methods such as Granger causality, transfer entropy, and conver-
gent cross mapping). Adding dynamical ergodicity and looking at
& * C adjacency matrices eliminates those incorrect connections but
for unconnected systems weak connections between the nodes of
similar dynamics appear. Adding PCA analysis eliminates those.

We will apply this framework in Sec. IV to iEEG data from
epilepsy patients to identify network motifs related to epileptic
seizures.
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IV. EPILEPSY DATA

In Ref. 42, a genetic algorithm was used to select the model
with minimum error from 1s data segments for 1h periods cen-
tered on the seizure onset times. Around 1 x 10° such data segments
(155 seizures and 730 iEEG channels from 13 patients) were ana-
lyzed in this way. The patient demographics and characteristics are
described in Ref. 42. All data were obtained with informed patient

. “RFP
LCGe *RCG
. «RAT
° *RHP
. *ROC
. *RSU

FIG. 9. Example of a network motif. Thickness of the lines indicates strength of
coupling between brain regions. Each hemisphere was divided into eight cortical
and subcortical areas indicated by dots. Since in most cases not all of the 16
regions are covered by implanted electrodes, dots without labels represent regions
without electrodes.
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FIG. 10. Coefficient a; of seizure #4 of patient 1 from 2 min before seizure onset
to 2.5min after. The channels were sorted according to the brain regions used
for network analysis. A similar plot without sorting was shown in Ref. 42. This plot
indicates where the seizure starts and how it progresses across different channels
and regions.

consent and handled following protocols as approved by the IRB of
the Massachusetts General Hospital.

The DDA model selected in Ref. 42 for the characterization of
epileptic seizures is

U= a u; + au, + a3u1*, (14)

with u; = u(t — 1;). We use overlapping data windows of 250 ms
length with a window shift of 25 ms. We did not filter or pre-process
the data except normalizing each data window to zero mean and unit
variance. Here, we show results from two patients.

Since the patients in our data set have from around 80 to over
300 electrodes implanted, the networks may be complex and het-
erogeneous. We, therefore, compute the DDA features 4,5 and the
error p for each channel as well as £ and C for each pairwise channel
combination. We then group channels according to brain region or
network and take the mean of the DDA features. Mapping of chan-
nels to brain areas was done with an electrode labeling algorithm
(ELA),”"* and grouped into eight major regions indicated by and
are preceded by R or L to indicate the right or left hemisphere. We
then use the same template for all network motifs. An example is
shown in Fig. 9. Brain regions without implanted electrodes are indi-
cated with a dot. The linewidths indicate the connection strength.
The lower quarter of values in the £ % C adjacency matrices were
disregarded.
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Brain region Abbreviation
Frontoparietal FP
Cingulate CG
Lateral temporal AT
Mesial temporal MT
Hippocampus HP
Occipital oC
Thalamus TH
Subcortical SU

In Fig. 10, the value of 4, is shown as a function over time
from 2 min before seizure onset to 2.5 min after as determined by
the neurologist. In Ref. 42, we showed a similar plot according to
the channels. Here, we sorted the channels according to the brain
regions we used for the network analysis.

In Fig. 11, the £ * C causality is shown as a function of time
along with the first principal component. The gray box before
seizure onset at time 0 indicates the window used for PCA.

In Fig. 12, the first singular value is shown from 2 min before
to 2.5 min after seizure onset, as determined by the neurologist. The
network motifs are plotted every 20 s from 20 s before to 100 s after
seizure onset. We then correlated the first PCs of those time points
with the first PCs across time to see if some motifs are distinct
seizure-related motifs. In Fig. 13, these correlations are shown in
the upper plot in the same colors as the lines and network motifs

patient 1

ARTICLE pubs.aip.org/aip/cha

in Fig. 12. In the lower plot of Fig. 13, the values of these lines are
shown as colors. There are clearly distinct network motifs before,
during, and after the seizure. We then computed the first singular
values and the correlations to the same network motifs from 10 min
before seizure #4 (the same as in the previous plots) to 10 min after
seizure #5. This plot shows clear evidence that there are distinct net-
work motifs related to the epileptic seizures of this patient. We see
the same behavior for all seizures of this patient.

Comparing the correlations of the first PCs to data between
two seizures (we chose the seizures closest together in time for the
two patients), we can see some similarities: For patient 1 in Fig. 14
around 3 h of data are shown. The singular values have big peaks
for the 2 seizures and there are distinct correlations of the first PCs
to the rest of the data indicating distinct network motifs related to
the different phases of the seizures that do not occur in between the
seizures. For patient 2 in Fig. 15, around 2 h of data are shown. The
singular values have peaks for the two seizures but show also activity
in between. The correlations of the first PCs to the rest of the data are
again distinct network motifs related to the different phases of the
seizures that do not occur in between the seizures. For both patients,
there is a 20 min post-ictal state with distinct network structures.

Patient 2 is especially interesting because there are three groups
of seizures within the 11 seizures: (i) seizures #1, #2, #9, and #11
stay on the right side of the brain; (ii) seizures #3 and #10 are right
progressing to left seizures; and (iii) seizures #4, #5, #6, #7, and #8
occur on the left side of the brain. Three examples of the a; values
are shown in Fig. 16. The a; values for all seizures in each group look
very similar.

FER “

0.5 1 1.5 2 25

time [min]

FIG. 11. Causal sending and first principal components. Time course for seizure #4 of patient 1 from 2 min before seizure onset to 2.5 min after. For this patient, we have
seven brain regions covered with electrodes. Taking the mean of C « £ for each brain region leaves us with a 7 x 7 adjacency matrix for each time window. In the upper
plot, these matrices are stratified to show them across time. From this plot, the onset in the right hippocampal region is very distinct. The lower plot shows the first principal
components of the upper plots and this highlights the right hippocampal component even before seizure onset.
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FIG. 12. Progression of interactions between brain areas before, during, and after a seizure. Network motifs (top panel) around seizure #4 for patient 1. Time 0 indicates
seizure onset as determined by the neurologist. The gray box indicates the window length for PCA. The seven lines (cyan to magenta) indicate the times between —20's and
100's in steps of 20's before and after seizure onset. The lower panel shows the first singular value 4.

In Figs. 17-19, we show the correlations of the first PCs for seizures. The seizures originating solely from the right mesial

the three seizure groups. While the networks during the seizures
are located on the right, both, or left sides of the brain, the
networks before the seizures are in both hemispheres for all

temporal area (RHP; Fig. 17) are particularly interesting since
this method could identify changes in the dynamics of the left
mesial temporal area (LHP), which happens to be another seizure

S0:2T:2¢ ¥202 UdteiN L2
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FIG. 13. Correlations between the first PCs of network motifs. The top plot shows the correlations of the first PC between —20 and 100's around seizure onset to all the
other first PCs over time. The seven colors correspond to the times and colors of Fig. 12. The lower plot shows the heat map of the upper plot. This plot indicates that for
each temporal phase around seizures, we have distinct network motifs.
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FIG. 14. Analysis of iEEG recordings for patient 1 starting 10 min before seizure #4 to 10 min after seizure #5. Nearly 3 h of data are shown. The upper plot shows the first
singular value X4, where the two seizures are marked with black lines. The middle and lower plots show the correlations of the first PC between —20 and 100's around
seizure onset to all the other first PCs over time. The seven colors correspond to the times and colors of Fig. 12. As seen in the previous figure, each temporal phase around
seizures shows distinct network motifs. Interestingly the postictal phase lasts for around 20 min.

onset region, despite no identifiable iEEG changes on the left
side.

It is important to note that there are multiple ways of mapping
electrodes to brain regions and subsequently grouping or merging
the assigned regions. We classified the regions into eight distinct
groups based on proximity, structural similarity, and previous stud-
ies. However, larger areas could further be divided into smaller clus-
ters (subnetworks), depending on the specific study. Interestingly,
this work showed that even a coarse and heterogeneous grouping
of large brain regions is still able to reveal the underlying dynamics
that were otherwise not visible. Further work that aims to classify or
even forecast seizures might require grouping regions in a different
manner.

V. DISCUSSION

We introduced a novel method for extracting network dynam-
ics from data by combining existing flavors of DDA and incorpo-
rating PCA into NM-DDA, an analytical framework for identifying
network motifs in time series data. To assess the effectiveness of
this approach, the method was initially tested on coupled Rossler
systems, where the ground truth is known and the dynamics and
network structure can be manipulated. Furthermore, the robust-
ness of the method was evaluated by examining its performance

under the influence of added white noise. This rather challeng-
ing test case, which involved connections between low-dimensional
and highly similar nodes, served to validate the effectiveness of the
technique.

We also applied NM-DDA to recordings from human brains
during epileptic seizures and identified the contributions of different
brain regions over the course of a seizure. We probed the underlying
dynamical system from intracranial recordings of seizures from two
patients: patient 1, whose seizures were determined to be identical
based on their electrographic patterns, and patient 2, whose seizures
were classified into three different electrographic types, based on
their regions of initiation and propagation.

NM-DDA was able to identify the high degree of similarity
within each seizure type identified in both patients. Further, the
three seizure types in patient 2 could be differentiated based on the
changes in dynamics captured by the framework. Intriguingly, we
also identified unexpected changes in some regions based on the
iEEG recordings. The dynamics in these “hidden” areas may help
differentiate seizure types and uncover underlying causes that could
not otherwise be detected visually.

These new analytical techniques have the potential to enhance
clinical practice in epilepsy diagnostics. For example, our proposed
framework could be used to evaluate noninvasive data from patients
with epilepsy. Before being implanted with iEEG electrodes, patients
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FIG. 15. Analysis of iEEG recordings for patient 2 starting 10 min before seizure #4 to 10 min after seizure #5. These plots are the same as in Fig. 14 for another patient.
For this patient, about 2 h of data are shown. As seen in the previous figure, each temporal phase around seizures shows distinct network motifs. The postictal phase for this
patient also lasts for around 20 min but is less distinct than the previous patient. The two seizures have a smaller first PC during the seizure and higher values between the
seizures than the previous patient.

receive scalp EEG contacts whose recordings are used to inform coverage during iEEG evaluation. The framework we propose may
the placement of future invasive electrodes. A limited time win- be able to better infer seizure lateralization and might capture other
dow is available for capturing these data, and some seizure types potential regions of interest, which should lead to improved surgical
from these patients may be missed, resulting in possibly incomplete and clinical outcomes.

selzure 1 selzure 3 seizure 4
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FIG. 16. a; value for one example seizure of each group for patient 2: (i) seizures #1, #2, #9, and #11 stay on the right side of the brain; (ii) seizures #3 and #10 are right
progressing to left seizures; and (iii) seizures #4, #5, #6, #7, and #8 occur on the left side of the brain. The channels were sorted according to the brain regions used for
network analysis.
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FIG. 17. Correlations between the first PCs of network motifs for patient 2 and
seizures #1, #2, #9, and #11. These seizures stay on the right hemisphere. Inter-
estingly, there appear similar preictal network components on the left hemisphere,
as for all the other seizures (see Figs. 18 and 19).

Another application is to use the dynamics of seizures from dif-
ferent patients to develop a novel seizure classification system. We
found that the recordings from dozens of electrodes can be charac-
terized by their average and that the average retains the dynamics
of the recorded regions, allowing for a more efficient comparison of
seizure activity across patients. This would provide us with a greater
understanding of different seizures and bring us a step closer to

-0.5 0 0.5
time [min]

FIG. 18. Correlations between the first PCs of network motifs for patient 2 and
seizures #3 and #10. These seizures are progressing from right to left.
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FIG. 19. Correlations between the first PCs of network motifs for patient 2 and
seizures #4, #5, #6, #7, and #8, which occur on the left side of the brain.

providing patient-specific treatments for controlling an individual’s
epilepsy. DDA is also able to extract relevant dynamics in the pres-
ence of noise with minimal preprocessing and can be applied online
before and during seizures to provide immediate feedback on their
time course.

VI. CONCLUSION

NM-DDA is an analytic framework that could provide use-
ful insights into other complex networks, as evaluated here and in
previous studies (see e.g., Ref. 38). Nature abounds with many non-
linear dynamical systems. NM-DDA could be used to identify their
networks of nodes and detect subtle changes between them, as we
demonstrated in the simulated Rossler example.
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