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During paroxysmal neocortical oscillations, sudden depolarization 
leading to the next cycle occurs when the majority of cortical 
neurons are hyperpolarized. Both the Ca2+-dependent K+ currents 
(IK(ca)) and disfacilitation play critical roles in the generation of 
hyperpolarizing potentials. In vivo experiments and computational 
models are used here to investigate whether the hyperpolariza- 
tion-activated depolarizing current (Ih) in cortical neurons also 
contributes to the generation of paroxysmal onsets. Hyperpolar- 
izing current pulses revealed a depolarizing sag in -20% of cortical 
neurons. lntracellular recordings from glial cells indirectly indicated 
an increase in extracellular potassium concentration ([K+],) during 
paroxysmal activities, leading to a positive shift in the reversal 
potential of K+-mediated currents, including lh. In the paroxysmal 
neocortex, -20% of neurons show repolarizing potentials originat- 
ing from hyperpolarizations associated with depth-electroencepha- 
logram positive waves of spike-wave complexes. The onset of these 
repolarizing potentials corresponds to maximal [K+], as estimated 
from dual simultaneous im~alements from neurons and alial cells. 
Computational models shoked how, after the increased [K+],, the 
interplay between lh, C(ca), and a persistent Na+ current, IN~(P), could 
organize paroxysmal oscillations at a frequency of 2-3 Hz. 

T he depolarizing and hyperpolarizing phases of neocortical 
paroxysmal activities during electrographic seizures resem- 

ble the up and down components of the slow sleep oscillation (1). 
Sudden depolarization leading to the next paroxysmal cycle 
starts when the overwhelming majority of neurons are hyper- 
polarized. The generation of hyperpolarizing potentials involves 
both Ca2+-dependent Ki currents, IK(Ca), and the disfacilitation 
that results from the absence of synaptic activities in the network 
(2, 3). The increase of extracellular potassium concentration 
([K+],) during epileptogenesis (4) results in cellular depolariza- 
tion, increased excitability, and decreased inhibition (5,6) as well 
as conversion of some regular-spiking neurons to intrinsically 
bursting ones (7, 8). The impact of bursts produced by intrinsi- 
cally bursting neurons on postsynaptic cells is greater than the 
impact of single spikes (9), indicating that this may be one of the 
mechanisms underlying overexcitation in the paroxysmal neo- 
cortex. The increased [Ki], shifts the reversal potentials for 
different Kt-mediated currents and, in particular, increases the 
reversal potential and maximal conductance of the hyperpolar- 
ization-activated cation current (Ih) (10). Almost 60% of cortical 
neurons display low-frequency (1-3 Hz) resonance mediated via 
Ih and enhanced by the persistent Nai current, IN~(P) (11, 12). 

Here we show that -20% of neocortical neurons display a 
depolarizing sag after the application of hyperpolarizing current 
pulses. In the paroxysmal neocortex, after the end of paroxysmal 
depolarizing shifts (PDSs) the same proportion of neurons show 
repolarizing potentials originating from hyperpolarizations as- 
sociated with focal depth electroencephalogram (EEG)-positive 
"wave" components of spike-wave (SW) complexes. The onset of 
these repolarizing potentials followed the maximal [Kt], as 
estimated from dual simultaneous impalements from neurons 

and glial cells. Using a computational model, we found that a 
[K+],-mediated increase of Ih could initiate 2-3-Hz activity in a 
model of the cortical network. 

Materials and Methods 
In vivo experiments were carried out on 35 adult cats anesthe- 
tized with ketamine and xylazine (10-15 and 2-3 mg/kg i.m., 
respectively). The EEG was monitored continuously during the 
experiments to maintain a deep level of anesthesia and addi- 
tional doses of anesthetic were given at the slightest tendency 
toward an activated EEG pattern. In addition, all pressure points 
and tissues to be incised were infiltrated with lidocaine. The cats 
were paralyzed with gallamine triethiodide and ventilated arti- 
ficially to an end-tidal COz of 3.5-3.8%. The heartbeat was 
monitored and kept constant (90-110 beats per min). Body 
temperature was maintained at 37-39OC. Glucose saline (5% 
glucose, 10 ml i.p.) was given every 3-4 h during experiments, 
which lasted for 8-14 h. 

Local field-potential (depth-EEG) recordings were obtained 
and stimulation was delivered by means of bipolar coaxial 
macroelectrodes inserted in the suprasylvian area 5, suprasylvian 
area 7, and/or precruciate area 4. The micropipettes for intra- 
cellular recordings in the cortex were placed in the vicinity of at 
least one EEG electrode. All pipettes also contained 1.5% of 
Neurobiotin. The stability of intracellular recordings was en- 
sured by cisternal drainage, bilateral pneumothorax, hip suspen- 
sion, and by filling the hole made in the skull with a 4% solution 
of agar. A microsyringe containing 0.2 mM bicuculline was 
inserted in area 4. Intracellular recordings were performed in 
suprasylvian areas 5 and 7 to avoid the direct influence of 
bicuculline on recorded neurons. At the end of experiments, the 
cats were given a lethal dose of pentobarbitone and perfused 
intracardially with physiological saline followed by 4% formal- 
dehyde and 1% glutaraldehyde. 

A one-dimensional, two-layer network model of cortical ex- 
citatory (PY) and inhibitory (IN) cells with local connectivity 
was simulated. In most simulations, the model included 20 PY 
and 20 IN cells. Larger models were also tested. Each PY cell 
made c~-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid 
(AMPA)-mediated connections with all other cells within a fixed 
radius of four cells, and each IN cell made y-aminobutyric acid 
type A (GABAA)-mediated connections with PY cells within the 
same radius. A simple model of synaptic plasticity (13) was used 
to describe short-term depression of PY and IN synaptic con- 
nections (14). All AMPA- and GABAA-mediated synapses were 
modeled by first-order activation schemes, and the expressions 
for the kinetics are given elsewhere (15). Intrinsic properties of 

Abbreviations: [K'I,, extracellular potassium concentration; iK(Ca), Ca2+-dependent K+ 
current; 6, hyperpolarization-activated depolarizing current; /N~(P) ,  persistent Na+ current; 
PDS, paroxysmal depolarizing shift; EEG, electroencephalogram; SW, spike wave; PY, 
excitatory; IN, inhibitory; AMPA, u-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid. 
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Fig. 1. The depolarizing sag in cortical neurons in  response t o  intracellular 
application of hyperpolarizing current pulses. (Upper) Examples of responses 
of neurons t o  different intensities of hyperpolarizing current pulses in barbi- 
turate-anesthetized catsduring periodsvirtually free of spontaneoussynaptic 
activities. (Bottom Left) Superposition of responses illustrated in Upper. (Bot- 
tom Right) Voltage-current relations for maximal hyperpolarization (0) and 
hyperpolarizing sag (0). 

cortical neurons were modeled as described in a previous paper 
(16), with an INa(pJ (17) and Ih  (10, 12) added to the model. The 
INa(p) and Ih were described as follows: INa(pJ  = g N a ( ~ ,  m(v - 50), 
dmldt = (m, - m)/0.2, m, = 0.02/{1 + exp[-(v + 42)/5]) (18) 
and Ih  = gh (0.8ml + 0.2m2)(v + 40), dm,/dt = -(m, - ~ J / T ~ ,  
m, = 1/{1 + exp[(v + 82)/7]}, ~i = 38 ms, 7 2  = 319 ms (10). 

Results 
We recorded activities from 196 neocortical neurons and intra- 
cellular activities from 17 presumed glial cells; four dual simul- 
taneous recordings were obtained from neuron and glial pairs 
located in deep and superficial layers of areas 5 and 7. In the 
experiments described below, seizures were elicited by small 
infusions of bicuculline (0.2 mM) to a remote location in area 4. 
A primary paroxysmal focus occurred at the place of infusion, 
and after 30-60 min a secondary paroxysmal focus was usually 
induced in other cortical areas. Because only a small amount of 
bicuculline was infused in area 4, the inhibition in the secondary 
foci was not affected directly; presumably, the seizures were 
initiated in secondary foci because of paroxysmal activities in the 
primary focus. In some animals, the field-potential recordings 
revealed paroxysmal activities at the site of bicuculline injection 
immediately, but 2-3 h later the paroxysmal activity disappeared 
at  the site of injection (data not shown). Intracellular recordings 
from pairs of neurons separated by less than 0.5 mm were 
performed in secondary foci. Under these conditions, neurons 
recorded simultaneously with two pipettes displayed a high level 
of synchrony, and the intracellular traces were extremely similar 
for both neurons (data not shown). 

Neurons were classified as regular-spiking, fast rhythmic- 
bursting, intrinsically bursting, and fast-spiking (19-21) accord- 
ing to their responses to depolarizing and hyperpolarizing cur- 
rent pulses. During periods with relatively low levels of synaptic 
activity, in particular during depth-EEG positive waves of the 
slow oscillation, 20% of cortical neurons displayed depolarizing 

Fig. 2. Model-effects of K--dependent l h  modulation in PY response. An 
isolated PY cell was stimulated by 200-ms DC pulses (two positive and three 
negative pulses). (A) /h is absent, and the reversal potential for Kleak is 7 5  mV. 
(B) Weak /h wi th reversal potential -50 mV. (0 /h is absent, and the reversal 
potential for Kleak is -70 mV. (D) Strong /h with a reversal potential of 3 0  mV 
and maximal conductance at 200% of the example shown in B; the reversal 
potential for KI,,~ is -70 mV. 

sags after application of hyperpolarizing current pulses (Fig. I) ,  
which probably was caused by activation of Ih  (22). The depo- 
larizing sag disappeared at voltages close to the baseline mem- 
brane potential (see the plot in Fig. 1) and was activated 
constantly at hyperpolarized levels. In most neurons, the offset 
of current pulse produced a rebound depolarization and firing. 

We compared the response properties of neurons in vivo with 
those in a computation model of the cortex. In a model of an 
isolated cortical PY neuron (Fig. 2), the resting membrane 
potential was =-74 mV without Ih ,  and no intrinsic currents 
were activated significantly during DC stimulation (Fig. 2A). 
When Ih current was included in the dendritic compartment of 
PY neuron, the soma was depolarized by = 3  mV. A typical Ih  
depolarizing sag and rebound depolarization were observed in 
response to hyperpolarizing pulses (Fig. 2B). When the reversal 
potential for K+ leak currentwas depolarized by 5 mV and Ih was 
blocked (Fig. 2C), the cell depolarized to -69 mV, and DC- 
evoked depolarization (as in Fig. 2 A and B) was sufficient to 
activate INa(p) ,  leading to cell firing. To model the effects of 
increased extracellular K+ concentration, the reversal potentials 
for both the K+ leak current and Ih were depolarized simulta- 
neously, and the maximal conductance for Ih was increased by 
100% (lo),  producing a total depolarization of -12 mV at rest 
(Fig. 2D). Under these conditions, the depolarizing pulse evoked 
a tonic response with strong spike adaptation, and negative D C  
pulses produced rebound depolarization that was sufficient to 
generate a single Na+ spike or burst of spikes. The increased 
excitability of PY neurons after an increase of extracellular K' 
contributes to the generation of paroxysmal synchronous oscil- 
lations in the network model. 

We studied the intracellular activities of 157 cortical neurons 
from areas 5 and 7 during seizures that were initiated by 
infusions of small amounts of bicuculline into the remote area 4. 
In most neurons, sequences of PDSs were followed by a pro- 
gressive hyperpolarization that reached its maximum just before 
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Fig. 3. Slowly repolarizing potential during the wave component of SW 
seizure. AC and DC field-potential and intracellular recordings from area 7. 
Seizures were induced by infusion of bicuculline into distantly located area 4. 
The neuron was hyperpolarized immediately after PDSs. This hyperpolariza- 
t ion resulted in an activation o f  slow neuronal depolarization. One possible 
candidate for such depolarizing sag at hyperpolarized levels is /h. The plot 
shows the dependency of slope of linear fitting during the first 100 ms of 
depolarizing sag as a function of the membrane voltage. B and C show 
wave-triggered averages for EEG and t w o  different neurons revealing the /h 

component as well as their perievent firing histogram. The peak of EEG-depth 
negativity was taken as zero t ime for averages. 

the onset of the next paroxysmal cycle. In those neurons, the next 
cycle appeared as a sudden depolarization. What triggered those 
PDSs? Of 157 neurons recorded during seizures, in 29 neurons 
the maximal hyperpolarization was achieved a few milliseconds 
after the previous PDSs, and thereafter those neurons progres- 

Depth - EEG 

sively revealed repolarizing potentials, which in 16 of them led 
to action potentials before the occurrence of the next PDS (Fig. 
3). In those neurons, the time by which action potentials 
preceded the onset of PDS varied from 10 to 100 ms (Fig. 3 B 
and C), with an average of 23 5 9 ms. Those repolarizing 
potentials displayed properties similar to the Ih-mediated depo- 
larizing sags (compare with Fig. 1); that is, the stronger the 
membrane potential hyperpolarization caused by spontaneous 
factors o r  direct injection of hyperpolarizing current, the larger 
the increase in the amplitude of depolarizing sags. To estimate 
the voltage dependency of Ih, we performed a linear fitting for 
100-ms segments starting from maximal hyperpolarization 
achieved by a neuron after each consecutive PDS. Then, we 
plotted the slope of the linear fitting against voltage, and the 
slope approached zero values near the level of membrane 
potential (Fig. 3). All the neurons that revealed depolarizing sag 
during seizures were tested with hyperpolarizing current pulses, 
which uncovered depolarizing sag, thus suggesting that Ih in these 
neurons can contribute to repolarizing responses during seizures, 
leading to the next paroxysmal cycles. None of the neurons that 
did not reveal depolarizing sags during the E E G  wave compo- 
nent of seizures fired before the onset of PDS, which was 
estimated from E E G  recordings in the vicinity of intracellularly 
recorded neurons (data not shown). 

In simultaneous intracellular recordings from neurons and 
glial cells (Fig. 4), the sudden onset of seizures was characterized 
by depolarization in both cells. We identified four different 
components of a paroxysmal cycle. The onset of PDS in the 
neuron was accompanied by a dramatic reduction in spike 
amplitude (1 in Fig. 4) and was followed by a plateau potential 
(2). Quite often but not necessarily always, the neuronal depo- 
larization was followed by polyspike discharges (3). The parox- 
ysmal cycle was terminated by neuronal hyperpolarization (4), 
corresponding to the depth-EEG positive wave. In 20% of 
cortical neurons, the hyperpolarization was relatively brief and 
was followed by a steady depolarizing potential leading to spikes, 
which preceded the onset of the next PDS (Figs. 3 and 4). In all 
cortical neurons recorded during seizures, at least the early part 
of depth-EEG positivity was accompanied by neuronal silence. 
An absence of neuronal firing during SW complexes also has 
been reported for the overwhelming majority of thalamocortical 
neurons (23-25), a major external input to cortex. Thus, the 
steady depolarizing potential in 20% of neurons most likely 
originated from intrinsic neuronal properties and not synaptic 
activities from other neuronal elements. 

In nearby neuron-glia recordings, the neuronal firing always 
preceded by several milliseconds (see crosscorrelogram in Fig. 4) 
any detectable events in glial cells. Glial elements displayed 

Neuron - Glia CROSS 
0.81 

-0.8~- 
-1000 0 1000 

rns 

Fig.4. Complementary behavior of neuronal and glial cells during seizure. simultaneous field-potential and intracellular recordingsfrom neuron and glial cell 
in neocortical area 7. The lateral distance between the neuron and glial cell is smaller(0.5 and 1 mm) between EEG and neuron. The fragment indicated by arrows 
isexpanded below. The numbers indicate: PDS onset (1); depolarizing plateau (2); polyspike complexes (3); inter-PDS intervals (4).Theaveraged crosscorrelogram 
between neuron and glia indicates that neuronal depolarization precedes the depolarization of glial cell. 
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Fig. 5. A model of cortical self-sustained paroxysmal activity initiated by lh 

and increased [K+],. (A) Network geometry. (8) Two-dimensional plot of 
activity in the PY network. (C) The membrane potentials of two PY cells and 
one IN cell and average potential of all 20 PY cells. The silent state of the 
network was stable as illustrated by the experiment with external (AMPA- 
mediated excitatory postsynaptic potential) stimulation (first triangle). To 
model a local increase of [K+],, the reversal potentials for KC leak current and 
lh as well as the maximal conductance for it, were increased in the group of PY 
cells (second triangle). A single external stimulation initiated self-maintained 
2-Hz oscillations. GABAn, yaminobutyric acid type A. 

phasic depolarizing potentials during every paroxysmal cycle and 
maintained a steady depolarization throughout the seizures, 
reflecting an increased level of the [Kf], (26, 27). The onset of 
neuronal PDS was accompanied by a brief hyperpolarizing 
potential in the glial cell (Fig. 4). Thereafter, glial cells were 
depolarized, and during the neuronal plateau potential and 
polyspike complexes, the depolarization of glial cells reached 
maximum. Every fast-rising depolarizing event in neuronal 
polyspike complexes was reflected as a small hyperpolarization 
of the glial cell. The brief glial hyperpolarizations most likely 
reflected the field potential produced by simultaneous depolar- 
ization of neighboring neurons and recorded intracellularly in 
glial cells (28-30). The end of the paroxysmal cycle was char- 
acterized by a progressive repolarization of the glial cell (4 in Fig. 
4), but its membrane potential reached the level seen prior to the 
seizure only at the complete cessation of the paroxysm. In 
neurons showing repolarizing potentials during the EEG wave, 
the maximal neuronal hyperpolarization was achieved immedi- 
ately after the maximal depolarization of glial cells. 

These results suggest that Zh of cortical neurons might mediate 
slow repolarizing potentials during EEG waves and thus might 
maintain paroxysmal activities under conditions of increased 
[K+],. To support this hypothesis, we developed a computer 
model of self-sustained activity in a network model including 
layers of PY and IN cells. In the network displayed in Fig. 5, Zh 
was included in 4 of 20 PY neurons (cells 5,9,12, and 13). In the 
absence of external inputs, the network remained silent. An 
external excitatory postsynaptic potential (first triangle at Fig. 

5C) applied to the small subset of PY neurons (cells 6-9) evoked 
bursts of spikes in these neurons. Through the lateral PY-PY 
connections, all the cortical neurons from the modeled network 
became involved in an active state. The activity lasted for 
0.15-0.2 sec, maintained by ZNa(~) and high-threshold Ca2+ 
current, and was terminated primarily by IK(ca), which caused an 
after-hyperpolarizing potential that lasted -0.1-0.2 sec. The 
ZK(ca)-dependent hyperpolarization activated Zh and could lead 
to rebound firing if the membrane potential repolarization was 
rapid (data not shown). However, if the repolarization was slow 
as a consequence of the slow deactivation of ZK(Ca), the Zh became 
almost deactivated when PY cells were repolarized back to the 
resting potential. A weak Zh-dependent rebound depolarization 
was not sufficient to activate any other conductances that would 
support the future depolarization. In these "normal" conditions, 
the cortical network was not able to maintain oscillations, and 
thus it remained silent after a single period of activity. 

To model the increase in the [K+], in the paroxysmal foci, the 
reversal potential for Zleak was shifted up by -5 mV in the subset of 
five PY cells (cells 11-15), thus bringing their resting potential 
closer to the level of activation for INa(p). Increase in the [K+], 
affects both the reversal potential and the conductance underlying 
Zh (10, 31-33). In large neurons from layer V of cat sensorimotor 
cortex, increasing [K+], from 3 to 12 mM increased the conduc- 
tance by a factor of 1.8 (from 0.04 to 0.071 pS) at Vhold = -59 mV 
and by factor of 3 (from 0.073 to 0.22 pS) at Vhold = -103 mV (10). 
Elevated [K+],, however, does not shiftZh activation curve (10,33). 
A massive shift in amplitude of the Zh by [K+], alterations suggests 
an additional regulatory binding site for K+ (34). To account for Zh 

up-regulation by [KC],, in the model the maximal conductance for 
Zh and its reversal potential were also increased in the PY cells from 
the same set that had Zh (cells 12 and 13). In most simulations, the 
conductance increase was from 0.01 to 0.018 pS (12); higher 
conductance values were tested also and led to stronger oscillations. 
These changes produced "abnormal" conditions in which previ- 
ously weak Zh-dependent rebound depolarization became strong 
enough to activate INa(p) and initiate a new cycle of activity that 
propagated through the network (Fig. 5 Band C). The onset of each 
paroxysmal cycle was always initiated in those two PY cells (12 and 
13) in which the strength of Zh was increased. As in the case when 
activity was initiated by the external AMPA stimulation, the 
depolarization plateau was terminated after 0.1-0.2 sec and was 
followed by after-hyperpolarizing potential that increased Zh acti- 
vation. We also tested a network in which only these two PY cells 
(cells 12 and 13; 10% of total population) had Zh and found similar 
oscillatory behaviorwith increase in the [KC],. The exact frequency 
of the paroxysmal oscillations depended on the peak conductances 
for ZK(Q), Zh, and the level of PY depolarization. Larger values of 
ZK(ca) peak conductance produced a higher frequency of paroxys- 
mal oscillations as Zh activation was increased by stronger mem- 
brane potential hyperpolarizations between depolarizing events 
(data not shown). Similar activity was found also in the network 
with 100 PY and 100 IN cells (with Zh included in 20 PY neurons). 

Discussion 
Although several studies have suggested a cortical origin for SW 
paroxysmal activities (1, 23-25, 3 9 ,  the intracortical mecha- 
nisms responsible for generation of paroxysmal oscillations 
remain uncertain. The EEG "wave" component of SW seizures 
is characterized by a dramatic increase in the intrinsic excitability 
of fast-spiking (presumably local inhibitory) neurons that con- 
tribute significantly to the generation of PDSs (36) and might 
mediate the high sensitivity of the neocortical network to 
synaptic volleys (37). Several factors are responsible for such an 
increase in sensitivity. First, the elevation of [K+], increases 
cellular excitability (5-8). Under these conditions, the cortex is 
ready to respond to the synaptic inputs with paroxysmal dis- 
charges (37, 38). The second factor is an increase in synaptic 
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sensitivity. The next paroxysmal cycle originates during the neuro- 
nal silence that corresponds to the EEG wave in the SW complex. 
The short-term absence of synaptic activity increases the synaptic 
efficacy (l4,39). Because no neuron in the thalamocortical network 
fires action potentials during at least the early phase of the EEG 
wave component of cortically generated SW complexes, the source 
of activity probably is intrinsic. Indeed, intrinsic oscillation and 
resonance of single central neurons as well as their chemical and 
electrical synaptic contacts often lead to network oscillations (40). 
In our in vivo experiments, we found 20% of neurons that displayed 
a steady repolarization from hyperpolarized levels of the membrane 
potential. This repolarization, occurring at - -70 mV and below, 
most likely is ascribable to an activation of Ih that produces 
postinhibitory excitation (41). Only cells with a clear depolarizing 
sag were included in the proportion reported here. There was also 
a population of neurons in which depolarizing sag was less prom- 
inent. Thus, in conditions of elevated [K+], more neurons might 
reveal Ih. The presence of anomalous rectification was reported in 
a larger proportion of cortical neurons in other in vivo and in vitro 
studies (10-12, 42). The differences in the percentage of neurons 
revealing anomalous rectification could be caused by the state of 
anesthesia or to the concentration of specific ions in the extracel- 
lular bath in vitro. At least two factors are responsible for the 
appearance of slow-repolarizing potentials in only restricted pop- 
ulations of neocortical neurons. First, the Ih is not expressed equally 
in different subpopulations of neocortical neurons (41, 43, 44). 
Second, the Ih has to overwhelm the IK(~,) that is activated during 
paroxysmal activities (2). 

Possible sources of hyperpolarization in paroxysmal foci in- 
clude disfacilitation and IK(~,) Neuronal hyperpolarization oc- 
curs when [K+], is elevated, as estimated by intracellular re- 
cording from glial cells. An  increase in [K'], promotes Ih 
activation during neuronal hyperpolarization, which can lead to 
the onset of the next paroxysmal cycle. An increase in the level 
of maximum hyperpolarization in a neuron between depolariz- 
ing events during seizures (1) also would favor an increase of the 
effectiveness of Ih. This mechanism was confirmed by a com- 
putational model in which Ih, IK(Ca), andINa(per) in pyramidal cells 
were sufficient to organize paroxysmal oscillations with a frequency 
of 2-3 Hz. These oscillations started when IK(leak) and Ih reversal 
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