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Abstract:
The objective of the present study was to investigate whether brain oscillations play a role in rewarded learning. Previous research has shown that alpha 
oscillations in ventromedial prefrontal cortex are correlated with the reward prediction error from a reinforcement learning model of a subject's choice 
behavior in the Iowa Gambling Task. However, the macroscopic extent of these oscillations, whether they are detectable with scalp EEG, and whether they
generalize to other forms of rewarded implicit learning remains unclear. We measured 64-channel scalp EEG in seven healthy young adults while they 
performed a rewarded implicit learning task. On each trial, subjects were presented with a pair of abstract images associated with different probabilities of 
providing a fixed cash reward. Over the course of 256 trials, subjects learned to choose images that are more likely to payoff. In the subsequent phase of an
additional and otherwise identical 256 trials, the reward probabilities of the images were reversed and subjects had to learn the new reward contingencies to
maximize their winnings. We evaluated oscillatory dynamics in theta, alpha, and beta bands as the change in spectral power between the 500 ms before and
after subjects were given each auditory reward signal. In the period immediately after the reward contingency reversal, when the prediction error from a 
reinforcement learning model of the behavior is strongest, the success with which subjects learned the new reward contingencies was correlated with the 
extent to which their alpha power decreased in frontal regions. This correlation did not exist in posterior scalp regions, consistent with an origin specific to 
prefrontal cortex. Furthermore, the effect was not present in theta and beta bands, suggesting that alpha oscillations in particular play a role in this form of 
learning. Collectively, the results suggest that alpha oscillations, including those measured at the scalp, play a role in rewarded learning. 
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