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What Are the Projective Fields of Cortical
Neurons?

Terrence j. Sejnowski

The evolutionary expansion of the cerebral cortex in humans (Allman 1999)
underlies our extraordinary flexibility in interacting with the world and each
other (Quartz and Sejnowski 2002). Despite a century of research on the
cerebral cortex and intense study of the properties of single cortical neu
rons during the last fifty years, we are still far from understanding how the
cortex makes this possible (Sejnowski 1986). The goal of this chapter is to
propose a line of research that could help us uncover new principles of cortical
function.

The-traditional way to study the properties of cortical neurons is to mea

sure their responses to sensory stimuli or to observe their activity during the
performance of actions. The inputs to a neuron can be explored by carefully
choosing the sensory stimulus, but the receptive field properties only provide
part of the information needed to characterize the neuron. The impact of a
neuron on other neurons, which is called its projective field, is equally im

portant to its function (Lehky and Sejnowski 1988). Experiments that reveal
the projective fields of cortical neurons could provide missing information
needed to interpret their function.

Cortical neurons do not act individually but in concert with other neurons
in widely separated areas of the cortex (Churchland and Sejnowski 1992).
Moreover, the cortex has reciprocal connections with the thalamus, which
filters all sensory information that reaches the cortex and is essential in un
derstanding its function (Sherman, chapter 4, this volume). Communication be
tween different parts of the cortex involves the transmission as well as the
reception of information (Laughlin and Sejnowski 2003). Thus, the goal of
uncovering the projective fields of tightly interacting neurons would com
plement the knowledge we now have of their receptive fields.
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What Is the Receptive Field of a Neuron?

The concept of receptive field is central to understanding the response prop
erties of sensory neurons. It grew out of early studies on sensory receptors by
Sherrington (1906), in which he defined an "adequate" stimulus as one that
causes the receptor to respond in a specific manner, such as light for photo
receptors, and the receptive field of the receptor as the spatial region of the
sensory surface over which the adequate stimulus generates a response. The
receptive fieldof a central neuron is an extension of this concept and is defined
as the region of the sensory surface which when stimulated by an adequate
stimulus produces an excitatory response. The stimulus that elicits the
strongest response is used to define the trigger feature of the cell, which has
led to the view of cortical cells as feature detectors.

The receptive field continues to be highly relevant for current experimental
studies of the cortex, but it has evolved over the years as we have learned more
about cortical neurons. First, the response to the presentation of a sensory
stimulus is not purely passive as previously assumed: the response can be
modulated by attention and reward expectation (Pries et at. 2001; Richmond,
Liu, and Shidara 2003). Moreover, cortical neurons have intrinsic properties
that allow neurons to generate activity without an external sensory stimulus
(Llinas 1988). Second, there are regions outside the classicallydefined receptive
fieldthat can modulate the response of the cell (Allman, Miezin, and McGuinness
1985; Movelian et al. 2002). These surronnd influences take into account the
context of the stimulus, such as the modulation of perceived color by the color of
the surround, which is important for color constancy under varying illumination
(Wachtler. Albright, and Sejnowski 2003).

The receptive field, as modified by recent discoveries, is still used today to
experimentally characterize cortical neurons. Knowing the receptive field
properties of a neuron helps to understand its possible function in the brain.
For example, a neuron that has a visual receptive field and prefers vertical
edges presumably has a function that is visual and is related in some way to
analyzing vertical edges. However, knowing only the receptive field of a
neuron is not sufficient to conclude what its function is in the brain.

What Is the Projective Field of a Neuron?

The focus of this chapter is on properties of a neuron that are complementary
to those that characterize the receptive field. In addition to knowing what
stimulus excites a neuron, it is equally important to lmow what the impact
that neuron has on downstream targets. This is called the "projective field" of
a neuron (Lehky and Sejnowski 1988). which will be defined more precisely
later, but first we need to motivate the need for the new concept.
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Over a hundred years ago, neurologists had determined the projection
pathways between differentcortical areas and had begun to speculate about their
functions (Wernicke 1900). Pathways were traced from the periphery to the
cortex and between cortical areas. This was a form of"connectionism" in which
the information stored in different parts of the cortex could be linked by direct
pathways joining them. More recently, single-unit recording techniques have
been used to establish the properties of the projection cells and to show how their
properties are transformed along the pathways (Hubel and Wiesel 1962).

In 1988 Sidney Lehky and I developed a neural network model based on
the early stages of processing in the visual system whose function was to

compute the shape, or more precisely the curvature, of a curved surface from
its shaded image (Lehky and Sejnowski 1988). This is called the "shape-from
shading" problem in computer vision. The details about how the network was
constructed are not important here; what is interesting is that many of the
model neurons in the network had receptive field properties that were similar
to the simple cells in the primary visual cortex of monkeys. Simple cells have
excitatory and inhibitory subregions that form an oriented spatial filter.

In addition to testing each of the neurons in the model with the same stimuli
used by visual physiologists to characterize the receptive fields of real neurons,
we were able examine how each neuron affected the output layer, which re
presented the curvature of the shaded object in the input image. Some of the
model neurons that resembled simple cells were indeed behaving like a filter
and provided information about the orientation of the curved surface; however,
others had an entirely different function and instead served as detectors for the
direction of the illumination and sign of the curvature. They tended to have a
bimodal distribution of firing rates, at either a low rate or a high rate of firing.

The shape-from-shading network model demonstrated first that the visual
system il\ras capable of performing this computation and second that it was not
possible to deduce the function of a neuron solely from its receptive field prop
erties. In addition, the connections of the neuron to the output were also needed,
which we called the projective fieldof the neuron. In retrospect, it is obvious that'
a neuron without any output cannot have a computational function and that the
same neuron can have more than one function depending on where it projects
and what that information is used for. This raises the interesting question ofhow
to experimentally determine the projective fields of neurons in different parts of

.the brain and whether this will provide further insight into the functions ofsingle
neurons. This chapter is an exploration of this question.

How (an the Projective Field of a Neuron Be Measured?

The receptive field of a neuron depends on its synaptic inputs; in contrast, the
projective field of a neuron depends on its axonal arborization. Thus, one
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source of evidence about the projective field of a neuron is its axonal targets.
For example, a clue to the function of a cortical neuron may be found if it
projects to a motor structure, such as the ventral horn of the spinal cord.
However, in addition to knowing where a neuron projects, it is equally im
portant to know the impact that the firing of the neuron has on the down
stream target neurons. This aspect of neural function can be approached with

stimulation techniques.
In an ideal experiment, a single neuron would be stimulated to assess its

impact by comparing a behavioral measure with and without stimulation.
This is a technically difficult experiment, but several groups now have used
patch recording of cortical neurons in vivo, so it is at least feasible. When a
single neuron in the deep layers of rat barrel cortex was stimulated with a
train of stimulus, it produced a sequence of small coordinated movements in
multiple whiskers that outlasted the stimulus (Brecht et al. 2004). The ef
fectiveness of the stimulus was enhanced during waking states. This suggests
that minimal size of a group of neurons that can support a complex behavioral
state could be on the low side, perhaps as low a,s a few dozen,

With extracellular stimulation more than one neuron is activated, but it is
not known how many or how strongly they are activated. For example,
microsttmulation of the motor cortex, designed to produce a minimal mus
cular contracture, was used to map out the different body regions on the
surface of the cortex (Asanuma, Arnold, and Zarzecki 1976). It is interesting
that extracellular stimulation of neurons in the visual system, such as the
frontal eye fields in prefrontal cortex, and even the primary visual cortex, can
stimulate eye movements to the corresponding region of the visual field that
was stimulated (Pouget, Fisher, and Sejnowski 1993). -<'i>

More recently, extracellular stimulation of parts of the visual cortex of
awake monkeys has been used to alter their perceptual judgment. In visual
area MT, with neurons that respond selectively to the direction of motion,
electrical stimulation can bias the monkey to respond in the preferred direc
tion of the neurons in the column that is being stimulated (Salzman et al.
1992). It is not known whether the perception or the action plan of the
monkey is altered by this stimulation, since we do not have access to a
monkey's visual awareness (Crick and Koch, chapter 23, this volume).

Perhaps the most dramatic example of the impact of stimulating cortical
neurons occurs in humans during brain surgery to prevent epilepsy (Penfield
and Roberts 1959). Electrical stimulation was used to map out the cortical
regions that need to be spared during surgical resection, such as the language
areas (figure 19-1). Stimulation of cortical areas in awake patients sometimes
evoked sensory percepts and vivid recollections of past events:

When electrical stimulation recalls the past, the patient has what some of
them have called a "flash-back." He seems to re-livesome previous period of
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time and is aware of those things of which he was conscious in that pre
vious period. It is as though the stream of consciousness were flowingagain
as it did once in the past. (p. 45)

These early studies used a crude surface electrode and high currents to
stimulate the cortex. This almost certainly resulted in current spread, so that
the actual neurons that were stimulated could not be determined, At high
currents, cortical neurons directly under the electrode are blocked from

Figure 19-1, During an operation to cut out the epileptic focus, different parts of
the cortex are stimulated to identify speech areas. In this patient. the brain is
exposed over the left temporal lobe and the numbered tickets, dropped onto the
su~face of the cortex, indicate points of positive responses to electrical stimulation.
Someof the responses to the stimulation were: 16. tingling in the tip of the tongue;
21, opening of the jaw; 27, the patient said, "Oh, I know what it is. That is what
you put in your shoes." After Withdrawal of the electrode he said, "foot"; 30,
patient tried to talk but could not. Reproduced with permission from Penfield
(1959).

398 Organization of Cognitive Systems

firing, and the activated neurons were probably located in a large penum
bra surrounding the site of stimulation. At best, these experiments provide
only hints about the consequences of stimulating smaller populations of
neurons.

The Projective Fields of Networks of Neurons
in the Motor Cortex

Ideally, the stimulus strength and duration should not be too low or too high
in order to recruit assemblies of neurons typical of those that are active during
normal brain states. In a study of neurons in the motor cortex, Graziano,
Taylor, and Moore (2002) explored the impact of stimulating neurons in the
motor cortex of monkeys with trains of stimuli similar in frequenc"f'and du
ration to the activity recorded in the motor cortex during a limb movement.
This level of stimulation produced coordinated contractions in a set of mus
cles. When the ann region was stimulated, complex arm movements were
observed that resulted in a change in the posture of the arm relative to the
body of the monkey. When the same location was stimulated, regardless of
initial arm position the arm of the monkey ended in the same posture, as
shown in figure 19-2. The map of the motor cortex using this pattern of
stimulation was a map of body postures rather than a map of individual
muscles.

Because many neurons in the same column were stimulated at the same
time, it is likely that many other neurons were recruited from brain areas to
which these neurons projected. These experiments have been criticized be
cause of the uncertainty about which neurons were being stimulated. but
from the perspective of the projective field of a neuron, this is precisely what
we want to discover. Just as it is important to discover the "adequate" sensory
stimulus to map out the receptive field of a neuron, it is also important to
discover the "adequate" stimulation pattern to map out the projective field of
a neuron. A train of stimuli corresponding to its natural pattern of activity is
more likely to provide adequate stimulation than minimal stimulus. After all,
the stimulus used to map the receptive field is not a minimal stimulation, but
one that produces the maximal response of the neuron.

Another issue that these experiments raise is the question of whether we
should be thinking in terms of individual neurons or populations of neurons
in defining the projective field. It is rare that a single neuron will fire in a
column of neurons in response to sensory stimulus or during a motor action,
so it 'might be best to focus on the projective field of a network of interacting
neurons that typically act together. One of the advantages of the columnar
architecture that has been observed throughout the cortex is that neurons
with similar properties are often located nearby.
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Figure19·2. Characteristic postures produced by stimulating different regions of
the precentral cortex of a monkey. The magnified view at the bottom shows the
locations of the stimulation sites. The area to the left of the lip of the central sulcus
represents the anterior bank of the sulcus. Stimulation on the right side of the
brain caused movements mainly of the left side of the body, For all sites,
stimulation trains were presented for 500ms at 200Hz. Adapted from Graziano,
Taylor. and Moore (2003).

In view of this recent work in the motor cortex, the pioneering experiments by
WIlder Penfield take on a renewed interest. Could it be that Penfield had been
able to stimulate the projective fields of cortical networks and that his anec
dotal reports of complex streams of thought were "cognitive postures" similar
to the muscular posture elicited by a train of stimuli in the monkey motor
cortex? It is not possible to come to any conclusion based on the few extant
reports, but similar experiments could be undertaken today under more
controlled conditions. It is now common practice to implant an array of
electrodes on the surface similar to those used by Penfield and also depth
electrodes in the hippocampus and amygdala. Recordings from single cortical
neurons in humans are possible (Kreiman, Fried, and Koch 2002) and elec
trical stimulation also could be undertaken at the same time.

Similar explorations could be undertaken in monkeys, where much more is
known about the properties of neurons in different cortical areas and the
projections between them. The goal would be to identify which patterns of
stimulation produce complex behaviors or can influence the performance of a
monkey in a cognitive task. At the same time it should also be possible in
monkeys to record simultaneously from several cortical areas to determine the
extent to which the pattern of stimulation in one area spreads to other areas
of cortex. The overall goal of characterizing the projective fields of neurons in
this way could be called the "Penfield Project."

Mirror Neurons

The Penfield Project

Is it possible for the receptive field and projective field of a neuron to match
each other? That is, what if the sensory stimulus that a neuron responds to is
in some way related to the motor output that would be elicited by stimulating
this neuron? Such neurons have been found in the prefrontal cortex and
other brain areas. These neurons respond when a monkey observes complex
actions, such as a precision grip of an object, and are also activated when
the monkey makes the same actiou (Rtzzolattl. Fogassi, and Gallese 2002).
They are called mirror neurons because both their sensory responses and
motor correlates match. Although stimulation experiments have not yet been
performed for brain areas that contain mirror neurons, similar to those in
motor cortex (Graziano, Taylor, and Moore 2002), it is likely that an ade
quate stimulus would evoke actions similar to those that make the neurons
respond.

Mirror neurons appear to solve the inverse problem: given a desired goal
defined in terms of a sensory state, such as reaching for an object, what motor
.commands should be given to achieve that state? Another example is the
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problem of pronouncing words in a foreign language. Phonemes that are not
present in a native language are especially difficult to mimic. If there are
mirror neurons in the language areas of the human brain that respond to
specific phonemes and when activated produce the same phoneme, then it is
possible that a mirror system for language can be used to bootstrap the basic
elements of speech and communication (Rizzolattiand Arbib 1999). There are
of course many other aspects of language that need to be explained, but the
complexity of the articulation should not be underestimated, and a solution to
the inverse problem for speech articulation goes a long way toward explaining
some aspects of language acquisition.

The existence of mirror neurons raises the question of what aspects of
human behavior may be learned by example. Mimicry is a form of supervised
learning that does not require a detailed feedback for each muscle. With an
internal mirror system, it is possible to learn by observing, which opens up a
powerful way to gain skills through social interactions.

Autonomy

We are not simple stimulus-response machines, but many research protocols
put subjects into response paradigms that do not allow for the flexibility that
may be the most important feature of the cortex. To better understand the
contribution of the cortex to behavior during unconstrained conditions, we
need to go beyond the artificial dichotomy between the sensory and motor
systems that is often imposed by experimental paradigms (Churchland, Ra
machandran, and Sejnowsld 1994).

It is now possible to record reliably from hundreds of neurons simulta
neously from the brains of freely moving animals (Wilson and McNaughton
1993). When a rat is allowed to explore an environment. neurons in its hip
pocampus fire specifically to locations in the environment, caned the "place
fields" of the neurons. However, the responses of these neurons are not
simple sensory responses, since the place fields are preserved in the dark.
Furthermore, the activity patterns of a hippocampal neuron can be shifted
by altering the environment or changing the task that the rat is expected
to perform (Gothard et al. 1996). This suggests that nenrons in the hippo
campus are driven as much by internal states of the animal as by the outside
world.

Ultimately we need to develop a more sophisticated way to understand the
dynamics of the brain's internal states that are not dominated by either
sensory inputs or motor actions, but by internal states that are autonomously
generated. Autonomous brain activity, sometimes called spontaneous activity,
has been Imo'WD. for over a century from electroencephalographic (BEG) re
cordings from the scalp. Autonomous brain activity is characterized by brain
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oscillations over a wide range of frequencies, which depend on the behavioral
state of the animal (Destexhe and Sejnowski 2001).

Recordings of field potentials in monkeys suggest that some brain oscilla
tions observed in the cortex may be related to attention and expectation (Fries
et al, 2001). In humans, new methods for analyzing EEG recordings have
revealed that the ongoing EEG may interact with sensory input, which can alter
the phases ofinternal oscillations (Makeig et al. 2002). These recent discoveries
about brain dynamics suggest that an important function of the thalamocor
tical system is to regulate the flow of information between brain areas, making
it possible for the brain to rapidly respond to changing contingencies in the
world and to anticipate these changes (Salinas and Sejnowski 2001). Rhythmic
activity in the cortex continues during sleep states, whose function we are just
beginning to appreciate (Sejnowski and Destexhe 2000).

Conclusion

As new methods are devised for recording from thousands of neurons si
multaneously in widespread areas of primate brains (Carmena et al. 2003;
Hoffman and McNaughton 2002) and as new methods are developed to an
alyze these signals (Zhang et al. 1998; Abbott and Sejnows!d 1999), it should
be possible to observe how the flow of information between brain areas is
regulated by the behavioral state of the animal. In addition to characterizing

.the receptive field properties of neurons, it is also important to study their
projective fields. The projective fields of interacting assemblies of neurons
provide the basic "keyboard" for the brain's interaction with the world and
with itself. By combining information about the receptive and projective fields
of cortical neurons, an overall picture should emerge of how autonomous
behaviors arise from dynamic brain states (Sejnowski 2003)..
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