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Variability of quantal synaptic currents in thalamocortical neurons
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Abstract

Broad amplitude variability and skewed distributions are characteristic features of quantal synaptic currents (minis) at central synapses.
The relative contributions of the various underlying sources are still debated. Through computational models of thalamocortical neurons,
we separated intra- from extra-synaptic sources. Our simulations indicate that the external factors of local input resistance and dendritic
filtering generate equally small amounts of negatively skewed synaptic variability. The ability of these two factors to reduce positive skew
increased as their contribution to variability increased, which in control trials for morphological, biophysical, and experimental parameters
never exceeded 10% of the range. With these dendritic factors ruled out, we tested multiple release models, which led to distributions with
clearly non-physiological multiple peaks. We conclude that intra-synaptic organization is the primary determinant of synaptic variability in
thalamocortical neurons and, due to extra-synaptic mechanisms, is more potent than the data suggested. Thalamortical neurons, especially
in rodents, constitute a remarkably favorable system for molecular genetic studies of synaptic variability and its functional consequence.
© 2003 Elsevier Science Ltd. All rights reserved.
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1. Introduction

In many neurons, quantal synaptic currents vary widely
in peak amplitude. This amplitude variability is readily
observed in somatic voltage clamp recordings following
application of TTX, a sodium channel blocker that prevents
action potential generation. Peak response amplitudes typ-
ically follow distributions that are broad, unimodal, and
skewed towards low amplitude events (Edwards et al., 1990;
Frerking et al., 1997; Stevens, 1993; Walmsley et al., 1998).
This is true for large neurons (hippocampal pyramidal neu-
rons (Brown et al., 1979; Ropert et al., 1990)), for compact
neurons (retinal amacrine cells, cerebellar granule cells
(Frerking et al., 1995; Silver et al., 1992)), and for bushy
neurons (thalamocortical relay neurons (TCN) (Cox et al.,
1997; LeFeuvre et al., 1997; Leresche, 1992; Ohara and
Havton, 1994; Ohara et al., 1995; Ulrich and Huguenard,
1996; Zhang et al., 1997)).

Mechanisms that have been proposed to underly such
distributions include intra-synaptic organization: (1) vesicle
size/content, (2) re-uptake mechanisms, (3) cleft geom-
etry, (4) receptor number, subtype, and modulation, and
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extra-synaptic processing, (5) activation of voltage gated
conductances, (6) resistive–capacitive filtering, (7) site de-
pendent local input resistance, (8) site dependent space
clamp quality, and (9) temporal overlap of events.

Consensus has not developed regarding the relative im-
portance of these sources of variability. Resistive–capacitive
filtering accounts for half the amplitude range in some neu-
rons (Rall, 1967, 1977; Spruston et al., 1994; Stuart and
Spruston, 1998; Smetters and Nelson, 1994, 1995), yet cer-
tain individual intra-synaptic factors account for the entire
distribution in others (Faber et al., 1992; Frerking et al.,
1995; Nusser et al., 1997, 1998).

That the range and skew of amplitude histograms might
be important in brain function may be inferred from the work
of Turrigiano et al., where it has been shown that synap-
tic weights scale multiplicatively, in inverse proportion to
the long term (48 h) level of synaptic activity (Turrigiano
et al., 1998). Multiplicative plasticity preserves skew, im-
plying that the distribution’s shape carries a functional sig-
nificance at the level of networks.

Here, the pertinent network is comprised of recipro-
cal, collateral and intra-nuclear connections occurring be-
tween the neocortex, dorsal thalamus and ventral thalamus
(Steriade et al., 1993). Other inputs include state dependent
drives from the brainstem and basal forebrain (McCormick,
1992).
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Inhibition onto thalamocortical neurons has one of two
network functions depending on the behavioral state of the
animal (Andersen and Eccles, 1962; Andersen and Sears,
1964; Destexhe et al., 1996, 1998a,b; Sohal and
Huguenard, 1998; Sohal et al., 2000). During quiet sleep,
this GABA-ergic activity is generic and phasic, while during
wakefulness, the activity is singular and tonic. The activity
elicits rebound burst firing (Coulter et al., 1989; Crunelli
et al., 1989; Jahnsen and Llinás, 1984b) that is essential for
corticothalamic oscillations (Steriade et al., 1993) during
sleep. During wakefulness, it sculpts dendritic processing
of ascending sensory information (Funke and Eysel, 1998;
Hicks et al., 1986; Lee and Ebner, 1992; Lee et al., 1994;
Salt, 1989; Worgotter et al., 1998).

In many species, this inhibitory drive stems from several
structures in the network and arrives on dendritic spines.
This is not the case in the rodent ventrobasal thalamus,
where inhibition derives from a single structure—the tha-
lamic reticular nucleus—and occurs directly on dendritic
shafts at synapses located throughout the arbor (Benson
et al., 1992; Harris et al., 1987; Jones, 1991; Liu et al., 1995;
Ohara and Lieberman, 1993; Sato et al., 1997; Williams
and Faull, 1987). Moreover, the thalamic reticular nucleus
is comprised of single class of neurons, as is the rodent ven-
trobasal thalamus, which makes it an ideal system for study-
ing synaptic variability. Using computational models of the
relay neurons of this structure, we have explored sources of
synaptic variability and have contrasted them with in vitro
data.

2. Method

A biocytin filled thalamocortical relay neuron (TCN) of
the ventrobasal complex of young rat was digitized with
13 somatic and 1198 dendritic data points using light mi-

Fig. 1. Dendritic morphology and synapse distributions: (A) thalamocortical relay neuron (TCN) from the ventrobasal complex of the somatosensory
thalamus of rat. Note the rapid reduction of dendrite diameter, long terminal branches and short primary and intermediate branches that are characteristic
of TCNs and are defining characteristics of bushy neurons. Morphology is shown flattened to viewing plane (not projected). Additional morphology data
appears inFig. 8. Electrophysiological recordings from this neuron as well as its 3D reconstruction data and were used to create a computational model.
The second panel depicts each compartment (N = 1416) of the model, with the areas of squares being proportional to compartment membrane area. (B)
Uniform area density of inhibitory synapses (heavy lines; top (Sato et al., 1997), bottom (Sato et al., 1997; Liu et al., 1995)) contrasts with non-uniform
densities of excitatory synapses from “cortical” (upper thin line) and “sensory” (lower thin line) afferents. Based on serial reconstructive electron
microscopy data (Sato et al., 1997; Liu et al., 1995). Individual TCNs receive approximately 1500 inhibitory synapses, which, in rodent ventrobasal
complex, derive from the reticular thalamic nucleus only.

croscopy (60–100×) and a computerized tracing system
(Eutectic Electronics, Raleigh, NC). Distance between data
points was 6.0 ± 2.8�m (µ ± σ). This reconstruction
(Fig. 1A) has been used in our earlier work, where details
may be found (Destexhe et al., 1998a,b; Neubig, 1999;
Neubig and Destexhe, 1997, 1998a,b, 1999, 2000, 2001).

During reconstruction, 27 fictional data points had
been used to accommodate junctions with more than 2
daughter branches. These were removed and then-tuple
junctions re-established in the final model, which com-
prised 178 branches totaling 7092�m and 21366�m2 in
length and area. Additional arbor statistics are presented in
(Fig. 8).

Final somatic area (2870�m2) excluded the 301�m2 of
fictional membrane circumscribed by the 11 dendritic trunks.
Fictional area was calculated asπ× [c×Rtrunk]2, where the
factorc = 1.5 was introduced to account for the curved tran-
sition between dendrite and soma. Trunks measuredRtrunk =
1.8 ± 0.7�m, range 0.8–2.7�m.

Distal dendrites of rodent ventrobasal TCNs have uni-
form diameters (Ohara and Havton, 1994; Ohara et al.,
1995). In the biocytin filled TCN, several places had peri-
odic swellings. These were corrected by imposing a uniform
diameter while conserving membrane area. To assess the
corrections, simulations were run on morphological variants
of the reconstructed arbor (Figs. 7 and 8). These simula-
tions also served as controls for the slice, filling, fixation,
and reconstruction processes, and established the pertinence
of our conclusions to TCNs in general and to other neurons
with similar dendritic architectures.

For numerical accuracy in the simulations, each branch
was divided intok compartments of lengthl = L/k; L is the
anatomical length;k the least integer such thatl/λ ≤ δ

λ =
√(

1

g × Ra
× A

π × l
× c

4

)



M. Neubig et al. / Thalamus & Related Systems 2 (2003) 153–168 155

whereA is the compartment membrane area,g the mem-
brane conductance density,Ra the axial resistivity; and
c the conversion factor. Settingg, Ra, δ to 39�S/cm2,
200� cm, 0.01λ led to 1416 compartments of length
0.0094± 0.0008λ, range 0.010–0.0019λ (5.00± 0.67�m;
range 1.00–11.02�m). Ra andg had been obtained by fit-
ting behavior to whole cell recordings from the same neuron
(details in our previous studies, cited above). To establish
the sufficiency of this resolution, additional simulations
were run after dividing the branches at a higher resolution
(Fig. 4D).

Soma to dendritic tip paths comprised 19± 6 compart-
ments, ranging from 3 to 36. Considering the number of in-
hibitory synapses received by TCNs (Liu et al., 1995; Sato
et al., 1997) and their uniform area density (Fig. 1B), δ =
0.01λ corresponds to one synapse per compartment on av-
erage.

All trials were run under Linux on either Pentium II,
III, or AMD Athlon machines using NEURON (Hines and
Carnevale, 1997) with a fixed time step of 25�s.

Synaptic currents were specified by:

Ipre = Isyn(t) = P ×W(t)

Idyn = Isyn(t, Vm) = gsyn(t)× (Vm − Esyn)

wheret, Vm, Esyn are the time, membrane and reversal po-
tentials,P is the peak amplitude

gsyn(t) = P ×W(t)

W(t) = c1 × ( Ŵ(t + tε)− c2)

Ŵ(t) = e−(t−t0)/(τd/ψ) − e−(t−t0)(τr/ψ)

wherec1, c2 and Ŵ translate and normalizeW

ψ = Q(T−21◦C)/(10◦C)
10

Low threshold T-type calcium current was defined as:

It = pCa ×m2h×D([Ca2+]i, [Ca2+]o, Vm)

Activation:

dm

dt
= M∞ −m

Mτ/ψ

M∞ = 1

1 + e(−Vm+v1)/v2

Mτ = s1 + s2

(e−(Vm+v3)/v4 + e(Vm+v5)/v6)

ψ = Q(T−24◦C)/10◦C
10

Inactivation: analogous to activation, with

Hτ = s1 + s2

(1 + e−(Vm+v3)/v4)/(1 + e(Vm+v5)/v6)

Goldman–Hodgkin–Katz drive

D(x1, x2, x3) = x1 × F(−x3)− x2 × F(x3)

F(x) = z× F × x

eθ − 1

θ = z× F × Vm

R(T + 273.15 K)

wherez, F , R are the valence, gas and Faraday constants.
The constantsvi and si were determined by fitting the

equations to voltage clamp data recorded in thalamocortical
neurons in vitro (Coulter et al., 1989).

v1 v2 v3 v4 v5 v6 s1 s2 Q10

Activation 58 6.2 133 17 18 18 1 1 2.5
Inactivation 79 4 −45 50 76 6 30 4200 2.5

The leak current was given by:

Ilk = glk × (Vm − Elk )

Under TTX and excitatory amino acid blockers APV and
CNQX/DNQX, miniature inhibitory postsynaptic currents
(mIPSCs) in these neurons reverse near the chloride Nernst
potential and are completely abolished byGABAA antagonist
bicuculline (Ulrich and Huguenard, 1997; LeFeuvre et al.,
1997).
Ipre and Idyn were constrained using mIPSC voltage

clamp recordings from rat ventrobasal TCNs slices in vitro
(LeFeuvre et al., 1997; Cox et al., 1997). Peak mIPSC
amplitudes are 20± 1.6 pA (Ulrich and Huguenard, 1996),
27± 12 pA (LeFeuvre et al., 1997) and 12.2± 1.3 pA (Cox
et al., 1997), which convert to 420, 440, and 270 pS, re-
spectively. The former two are raw averages, the latter is the
average (across cells) of the mean of the first normal mode.
Times-to-peak average 2± 0.3 ms (LeFeuvre et al., 1997).
The decay phase of averaged mIPSCs was fitted with single
exponential functions, with time constants 13.9 ± 1.4 ms
(20–22◦C) (LeFeuvre et al., 1997).

Pipette solutions contained cesium, a potassium chan-
nel blocker, which approximately triples input resistance to
400 M� in rat ventrobasal TCNs in vitro (LeFeuvre et al.,
1997; Zhang et al., 1997). To set the model’sRin in this
range,glk was set uniformly to 13�S/cm2, which is 1/3
the level obtained when fitting with the cesium-free in vitro
voltage clamp recordings taken from the same cell. This
yielded an input resistance of 398 M� (−80 and−85 mV)
when a low threshold T-type calcium conductance was also
included.

Temperature sensitivity ofGABAA IPSC kinetics was set
atQ10 = 2.1, which is in agreement with the 2.0 to 2.5 range
for TCNs, as well as hippocampal granule cells (Huntsman
and Huguenard, 2000; Otis and Mody, 1992; Warren et al.,
1994). The reversal potential of theGABA-ergic chloride
conductance in TCNs is−81± 2.6 mV when the cation se-
lective ionophore gramicidin is used to established perfo-
rated patches (Ulrich and Huguenard, 1997).
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3. Results

We used computer models to examine possible sources
variability of miniature synaptic currents in thalamocortical
neurons of the rodent ventrobasal complex. Variability was
assayed by sampling the entire dendritic arbor: triggering
one synapse per location and recording responses at the
soma (Fig. 1A). With 1416 such compartments, this cor-
responded to one event every 5�m of dendritic length, on
average. We compared our assays with in vitro recordings
of spontaneous quantal release atGABAA-type synapses
(Cox et al., 1997; LeFeuvre et al., 1997; Ulrich and
Huguenard, 1996). Although GABA-ergic currents are not
always inhibitory, these events are commonly referred to as
mIPSCs.

3.1. Paradigm 1: recordings of predefined
synaptic currents

We first injected simulated miniature synaptic currents
into dendritic sites and recorded the events with a somatic
voltage clamp carrying 1 M� of series resistance. The in-
jected currentIpre = Isyn(t), followed a double exponential
time course constrained with in vitro data at 21◦C. In anal-
ogy to “mIPSC”, we call each recording an “mPRE”, where
“PRE” signifies the “predefined” nature of these currents.
By injecting the same current at all 1416 dendritic locations,
these data sets quantify the resistive–capacitive filtering of
the dendrites.

3.1.1. Synapse distributions
Raw datasets were then weighted to account for the den-

sity ofGABA-ergic synapses at each location (Fig. 1B). Stud-
ies using reconstructive serial electron microscopy indicate
that GABAsynapses are located throughout TCN dendrites
(Liu et al., 1995; Sato et al., 1997), at densities ranging from
3 to 12 synapses per 10�m of length depending inversely
on distance from the soma. By factoring in dendrite diame-
ters (Dr. Fumi Sato, personal communication), we found that
the number of synapses per unit area is relatively constant
(heavy lines). This is in contrast to glutamatergic synapses
on TCNs, whose area densities have a strong dependence on
distance (light lines).

3.1.2. Amplitudes and rise times
To create a physiological time course forIpre, exponential

parameters were refined iteratively until the median mPRE
matched in vitro data. The fitting led to a peak amplitude of
14 pA and to time constantsτr = 0.1 ms andτd = 13.9 ms.
The 10–90% rise time of this waveform was 0.18 ms, while
its 0–100% rise time (time-to-peak) was 0.50 ms. The result-
ing current is depicted inFig. 2A as the dashed trace. Also
depicted are somatic recordings (solid traces) of injections
at the five locations indicated inFig. 2B.

Synaptic events scattered over the entire arbor appeared
in the somatic recordings with variable amplitude (Fig. 2C).

The range of peak amplitudes was 11.1–12.7 pA with me-
dian 12.3 pA. The magnitudes of these peak amplitudes
indicate that somatic voltage clamps carrying 1.0 M� Rs
pick up at least 80%—but no more than 90%—of any
synaptic current peak regardless of location (both limits are
remarkable).

The range of 10–90% rise time for the mPREs was
0.45–1.95 ms (median 0.98 ms). Analogous in vitro statis-
tics have not been published, although there are detailed
kinetics for spontaneous IPSCs (Huntsman and Huguenard,
2000).

The diagonal inFig. 2C relates peak amplitude to rise
time under least squares constraint. The five locations that
lie along the diagonal and span its length are shown as
open squares inFig. 2E. These five locations will be used
latter to assess influences of various biophysical and ex-
perimental parameters. Note the uppermost open square in
Fig. 2E, which marks the location that yielded the me-
dian mPRE, which is also marked by the large crosshair
in Fig. 2C. This median dendritic location will be used in
Paradigm 2 to constrain the conductance based model used
there.

3.1.3. Comparison to in vitro data
A broader, 80 pA range of variability in peak amplitudes

is observed in recordings of mIPSCs in thalamocortical neu-
rons when studied under analogous voltage clamp and [Cl−]
conditions (Fig. 2D). The modal peak of these in vitro dis-
tributions is at 12.2 ± 1.3 pA (Cox et al., 1997).

To show the relative breadth of mIPSC variability com-
pared to mPRE variability, we have re-plotted inFig. 2D
the amplitude histogram ofFig. 2C. The mPRE variabil-
ity gathers into a single stripe. Because we specifiedIpre
as a predetermined current, local input resistance and es-
cape voltages were irrelevant in these trials. Because we
used identicalIpres, synapse heterogeneity was not an
issue. In fact, resistive–capacitive filtering was the only
factor giving rise to mPRE variability. We conclude that
resistive–capacitive filtering represents a tiny source of
synaptic variability in these neurons. For the robustness of
this result, see subsequent control trials.

Note that resistive–capacitive filtering led to a larger num-
ber of large amplitude mPREs than small amplitude ones, as
indicated by the skew in the amplitude histogram ofFig. 2C.
In contrast, in vitro data show a preponderance of low am-
plitude events and such distributions have the opposite skew,
as indicated inFig. 2D. Skew will be discussed in subse-
quent sections as well asSection 4.

A similar mPRE/mIPSC comparison is not possible for
rise times due to an absence of relevant in vitro data. How-
ever, given the approximately linear relation between rise
time and amplitude (Fig. 2C), the in vitro rise time skew
might be expected to be opposite to the rise time skew in-
duced by resistive–capacitive filtering, but this is under the
assumption that resistive–capacitive filtering is its primary
determinant.
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Fig. 2. Paradigm 1: synaptic variability due to resistive–capacitive filtering. Identical predetermined synaptic currentsIpre = Isyn(t) were injected alternately
into each of 1416 dendritic compartments.Ipre followed a double exponential time course, which we constrained with cesium based whole cell recordings
of mIPSCs in TCNs of rat ventrobasal slice preparations maintained in vitro (Cox et al., 1997; LeFeuvre et al., 1997). These dendritic injections were
recorded though a somatic voltage clamp. (A) Dashed trace depictsIpre. Solid traces depict five example somatic voltage clamp recordings (mPREs).
(B) Sites of five injections recorded somatically in (A). (C) mPRE data scatter plot, with marginal histograms. Each square marks the rise time and
peak amplitude of the recording of an event at one of the compartments. The large crosshair marks the median rise time and median peak amplitude,
with the closest mPRE defined as the median. Even though all injected currents were identical, their recordings were variable. This variability reflects
how events at different dendritic sites are subjected to different degrees of low-pass filtering when viewed from the soma. The low-pass filtering is due
to three factors: (1) membrane resistance, (2) membrane capacitance, and (3) morphology of the dendritic arbor. Note that the mIPSC amplitudes have
the opposite skew of the mPRE amplitudes. Also note that the range of mPRE amplitudes is less than 10% of the range of mIPSC amplitudes. (D)
Three histograms superimposed: one mPRE data set and two mIPSC data sets (Cox et al., 1997; LeFeuvre et al., 1997). Note the positive skew of
mIPSC amplitude data. Each in vitro histogram is composed of several hundred events. Corrections were made for the differences in net ionic drive
between the two studies; bin widths are 2 and 10 pA. (E) Bold open squares mark five synapses lying on and spanning the least squares line in (C).
Uppermost square marks median in (C). Triangles and circles mark locations where the injected current resulted in an mPRE lying along the lines of the
crosshair.

3.1.4. Dendritic organization
Next, we identified all dendritic locations that yielded an

mPRE rise time close to the median (i.e. along the horizon-
tal line of Fig. 2C). There were 36 such locations within the
resolution of our numerical integration. These are marked
as triangles inFig. 2E. On the other hand, the circles in
Fig. 2E mark the locations that yielded the 36 mPRE am-
plitudes closest to the median (i.e. along the vertical line of
Fig. 2C). These two groups are patently disjoint, indicating
that resistive–capacitive filtering organizes the arbor in two
distinct manners: phase and attenuation yield independent

parameterizations of dendritic arbors (Neubig and Destexhe,
2001).

3.1.5. Rise times: 10–90% versus 0–100%
Due to noise, 0–100% rise times (times-to-peak) are diffi-

cult to extract from in vitro recordings; inFig. 3 it is plotted
against the 10–90% rise time. The diagonal relates the two
under least squares constraint:+t10/90 = 0.62× +t0/100 −
0.38 ms. For reference, the median marked by the horizon-
tal line is 2.18 ms (range 1.38–3.90 ms), while the median
marked by the vertical line is 0.98 ms (range 0.45–1.95 ms).
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Fig. 3. Temporal measures: cross plot of two different measures of the
rising phase of the somatic recordings. Each square marks the correspond-
ing values of the recording of an event in one of the compartments. Note
that the 0–100% rise time can be accurately estimated from 10 to 90%
rise time. Equation of the least square line is given in text.

Fig. 4. Control trials: currents and parameters. Black squares indicate baseline settings in this report. (A) Inclusion of 4.7 nA of the low thresholdCa2+
T-current led to mPREs that were slightly smaller than when excluded. All active currents, except for those carried by Ca2+, had been blocked during
experiments. (B) Higher settings for the voltage clamp’s series resistance led to more precise (low scatter), but less accurate (offset) recordingsof synaptic
currents. (C) Recording chamber temperature influenced variability throughIpre kinetics, with cooler temperatures being both more precise and more
accurate. (D) Doubling the number of compartments and halving the integration time step led to minute changes, indicating that mPRE scatter (Fig. 2C)
is a signature of the dendritic arbor. (E) Drastic changes in somaticRin led to small changes in amplitudes, suggesting that recording solutions are free
to be chosen based on functions other than rendering the neuron more “compact”. (F) Specific membrane capacitance influenced amplitude variability
and temporal variability to roughly equal extents. (A–F) Note the preserved spatial relations (approximate co-linearity and relative inter-pointdistances)
between the data of the five synapses.

3.2. Control trials: currents and parameters

In this section, we present control trials for a number of
biophysical and experimental parameters.

3.2.1. Active membrane currents
Thalamocortical neurons contain many voltage gated

conductances, notably the low threshold calcium currentIt
(Coulter et al., 1989; Crunelli et al., 1989). To verify that
quantal events are too small to elicitIt, we set membrane
permeability to calcium uniformly at 8�m3/ms (Fig. 4A).
This led to a 4.7 nA peak in the IV curve (not shown), which
is midrange for intact TCNs (Destexhe et al., 1998a,b;
Neubig and Destexhe, 1998a). Five trials were then run
usingIpre at the five locations specified by the bold squares
in back inFig. 2E. Recall that these locations were chosen
because they yielded mPREs that spanned the full range of
mPRE amplitudes and rise times. The new mPREs were
nearly identical to those before—the differences being less
than 0.3% in amplitude and less than 25�s in rise time.
This indicates not only an absence of differential activation,
but also an absence of any activation. TCNs also contain
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IKa, IK2, Ih, andINap (Huguenard and McCormick, 1992;
McCormick and Huguenard, 1992), however during in vitro
recordings (Fig. 1C), they had been pharmacologically
blocked.

3.2.2. Series resistance
We examined series resistance (Rs) by generating full

data sets forRs = 1.0 and 10 M� and five-point trials run
at Rs = 0.001 and 5 M� (Fig. 3B). The broadest mPRE
amplitude range, 2.5 pA, was obtained for ultra-lowRs. The
range diminished to 11% ofIpre for standardRs. At Rs =
5 M�, the ranges no longer overlapped and atRs = 10 M�,
the range dropped below 3% ofIpre. The progression of
ranges for rise time followed the same pattern.

Under high series resistance,Rs = 10 M�, amplitudes
were generally smaller—indicating that high resistance
recordings are less accurate. But note that the reduction
in scatter atRs = 10 M� indicates that higher resistances
afford greater precision (Ipres were identical). The ratio of
minor to major axes of the data’s bounding perimeter was
0.21 atRs = 1.0 M� and 0.04 atRs = 10 M�. The ratio of
the two major axes was 2.1, and the ratio of the areas was
22.1.

If these recordings represent measurements of the actual
synaptic currents (which were identical), then the record-
ings should be identical as well. In a situation where a
given current appears without site dependency in the record-
ings, variability in the recordings reflects intra-synaptic or-
ganization and not extra-synaptic processing. In this sense,
uncompensatedRs recordings are preferable. Alternatively,
the recordings could be interpreted as measurements of the
resistive–capacitive structure of the dendritic arbor. This in-
terpretation is valid here sinceIpres were identical. In this
sense, maximally compensatedRs recordings are preferable
because the scatter then represents structure.

3.2.3. Temperature
We examined “bath temperature” next, because this mod-

ulatesGABAA receptor kinetics (Fig. 3C). Using aQ10 of
2.1 (Huntsman and Huguenard, 2000; Otis and Mody, 1992;
Warren et al., 1994) established fasterIpre’s at body temper-
ature. This led to broader variability due to low-pass prop-
erties of arbors. Room temperatures led to more precise and
more accurate recordings.

3.2.4. Discritization
We examined the adequacy of our numerical integra-

tions by halving the time step (dt = 12.5�s) and dividing
each dendritic compartment in two (N = 2833) (Fig. 3D).
Stronger tests could have been run by dividing each compart-
ment by 3,4,5,6, . . . , then comparing data of the original
compartment with data of an outermost new compartment
within the original compartment. The enhanced resolution
led to shifts in amplitude of less than 0.1% and shifts in rise
time of at most one time step compared to the standard dis-
critization. Note that the standard discritization matches the

spatial resolution of the 3D reconstruction data. It also ap-
proximates the number of inhibitory synapses per TCN (Liu
et al., 1995; Sato et al., 1997).

3.2.5. Biophysical parameters
Lastly, we examined input resistance (Rin) and capaci-

tance (Cm) (Figs. 3E and 3F). Our standardRin = 319 M�
corresponds to in vitro recordings using cesium based
solutions, as in our constraint data. A 23% increase in
amplitude variability resulted when we decreasedRin to
107 M�, which corresponds to in vitro conditions with
cesium-free solutions. A 93% increase resulted when we
decreasedRin to 33 M� (white circles), which corresponds
to in vivo recordings. IncreasingRin to 3175 M� decreased
the amplitude range by less than 10%. These trials indi-
cate that pharmacological manipulations ofRin have only
a small effect on mIPSC recordings in TCNs, implying
that the choice of solutions is free to be based on other
criteria.

Manipulations ofRin were carried out by changingglk , us-
ing factors of 1/10, 3 and 9. Therefore, these trials also char-
acterize the influence of membrane resistivity.Cm, which
has been shown to be relatively constant across different
neuronal types (Gentet et al., 2000), influenced amplitude
variability to similar extent, yetCm’s influence on the rise
time variability was much stronger.

3.3. Paradigm 2: recordings of dynamic clamp
synaptic currents

In this section, we switch to a conductance model of
miniature synaptic currents,Isyn(t, Vm) = gsyn(t) × (Vm −
Esyn) (Fig. 5). The analogous technique in vitro is called
dynamic clamping (Sharp et al., 1992, 1993a,b), so we will
refer to these currents as “Idyn” and “mDYN”. We use in
vitro data to indirectly constrain the time course of conduc-
tancegsyn(t), a double exponential. By imposing the same
conductance time course at each location, our mDYN data
sets characterize the dendritic processing that is attributable
to three factors: local variations inRin and space clamp, and
resistive–capacitive filtering. Because resistive–capacitive
filtering had been the only factor shaping mPRE data, the
difference between the mPRE and mDYN data sets will
characterize the joint impact ofRin and space clamp on
variability of miniature synaptic currents (later we will
show thatRin is eight times more potent than space clamp
quality).

3.3.1. Amplitudes and rise times
The uppermost open square inFig. 2E had marked the

location with the median mPRE from Paradigm 1. To
constrain the time course ofgsyn(t) for this paradigm, we
relied on that location. With the reversal potentialEsyn set
to reflect the elevated intra-cellular chloride concentration
used in vitro, we refined the remaining parameters until
Idyn at the median location yielded an mDYN that matched
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Fig. 5. Paradigm 2: synaptic variability due to filtering, input resistance, and space clamp. Conductance based synaptic currentsIdyn = Isyn(t, Vm) were
injected alternately in each of 1416 dendritic compartments. The conductance time coursegsyn(t) was defined by a double-exponential time course
constrained such that the location that had yielded the median mPRE (uppermost square inFig. 2E) now yielded a matching mDYN. (A) Spatial variation
in local Rin and local space clamp quality led to a differentIdyn at each location. Five exampleIdyns and mDYNs are given, corresponding to locations
in Fig. 2B. Note the two-fold increase in variability of peak amplitude relative toFig. 2A. (B) Perisynaptic escape voltages reflect space clamp quality
and localRin (see alsoFig. 9B4). (C) mDYN data scatter plot, with marginal histograms. Each square marks the rise time and peak amplitude of the
recording of an event at one of the compartments. The large crosshair marks the median rise time and median peak amplitude, with the closest mDYN
defined as the median. Even though the conductances used at all locations were identical, their recordings of their currents were variable. This variability
reflects how conductance based events at different dendritic sites are subjected differentially to three factors: (1) local input resistance, (2) local space
clamp quality, and (3) low-pass resistive–capacitive filtering when viewed from the soma. The low-pass filtering is due to three factors: (1) membrane
resistance, (2) membrane capacitance, and (3) morphology of the dendritic arbor. Note that, like the mPREs, the mDYN amplitude data is negatively
skewed. The dashed curved is a re-plot of the mPRE envelope inFig. 2C. Note the two-fold increase in amplitude variability. (D) Three histograms
superimposed: one mDYN data set and two mIPSC data sets (Cox et al., 1997; LeFeuvre et al., 1997). Note that the mIPSC amplitudes have the opposite
skew of the mDYN amplitudes. Also note that the range of mDYN amplitudes is less than 10% of the range of mIPSC amplitudes. (E) Triangles and
circles correspond to mDYNs closest to the median crosshair lines given in (C). Compare withFig. 2E.

the corresponding mPRE, which led to these values:P =
312 pS,τd = 0.1, 13.9 ms.

Applying this conductance time course at various loca-
tions led to synaptic currents that varied from site-to-site;
examples are shown inFig. 5A, where the fiveIdyns (dashed
traces) correspond to the five dendritic locations marked in
Fig. 2B. This type of synaptic variability is due to spatial
variations in localRin and in voltage clamp quality. These
factors had not been at work under the previous paradigm,
where we had defined the synaptic current apriori. The so-
matically recorded mDYNs are depicted inFig. 5A as (solid
traces). Perisynaptic escape voltages—a term that refers to

the local voltage transients that occur due to imperfect volt-
age/space clamp—are given inFig. 5B. Escape voltages will
also be reported inFig. 8C4.

SynapticIdyns scattered over the entire arbor had peak
currents varying between 13.3 and 14.3 pA, with a median of
13.9 pA. Recall thatIprehad peaked at 14 pA (Fig. 2A). Here,
distal Idyns were smaller due to higher localRin and large
escape voltages. These factors reduced the chemoelectric
drive on the ions, and hence the their peak current. Rise times
and times-to-peak of theIdyns, which ranged from 0.15 to
0.18 ms and 0.40 to 0.50 ms, were uniformly less than or
equal to those ofIpre (0.18 and 0.50 ms).
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Through the somatic voltage clamp,Idyns appeared as
10.0–13.0 pA mDYNs (Fig. 2C). This range, being 1.9
times broader than in Paradigm 1, indicates that site de-
pendent localRin and site dependent space clamp qual-
ity approximately double the variability attributable to
resistive–capacitive filtering. The median mDYN amplitude
was 12.1 pA, whereas the median mPRE amplitude had
been 12.3 pA. The median rise times and times-to-peak
were identical between the two paradigms: 0.98 ms (range
0.45–1.95 ms) and 2.18 ms (range 1.38–3.85 ms).

3.3.2. Comparison to in vitro data
To show the relative breadth of mIPSC variability com-

pared to mDYN variability, we copied ontoFig. 5D the
amplitude histogram ofFig. 5C. Despite the two-fold in-
crease in variability over Paradigm 1, the mDYN histogram
collapsed to a single stripe. This indicates that together,
resistive–capacitive filtering, localRin, and local space
clamp quality are tiny sources of synaptic variability in
thalamocortical neurons.

As in the resistive–capacitive filtering scenario of
Paradigm 1, a larger number of large amplitude mDYNs
compared to small amplitude mDYNs were recorded here,
even though new factors came into play (Rin and space
clamp). This led again to a negative skew in the amplitude
histogram as can be seen inFig. 5C. In vitro data (Fig. 5D)
show the opposite asymmetry. In contrast, the skew and
range of variability in rise time data (Fig. 5C) was similar
to the mPRE data (Fig. 2C). Analogous in vitro data have
not been published, although there are detailed kinetics for
spontaneous IPSCs (Huntsman and Huguenard, 2000).

3.3.3. Dendritic organization
We tracked the locations that yielded mDYN rise times

close to the median, i.e. along the horizontal line ofFig. 5C.

Fig. 6. Synaptic current vs. synaptic conductance. The mDYN data from the conductance based currents,Idyn = Isyn(t, Vm) = gsyn(t) × (Vm − Esyn),
shows twice the range of peak amplitude variability compared to mPRE data from the predetermined current modeling,Ipre = Isyn(t) = P ×W(t). mDYN
data is shaped by localRin and local space clamp quality, as well as resistive–capacitive filtering whereas only resistive–capacitive filtering shapes the
mPRE data. These differences between paradigms impact peak amplitudes, as shown in the left panel, which is a cross plot of amplitude data. The
differences do not impact temporal measures, as shown in the middle panel, which contains two cross plots: one for each of the indicated measures of
the rising phase. The right panel depicts the superposition ofFigs. 2E and 5E.

These locations are marked by the 34 triangles inFig. 5E,
while the circles mark locations corresponding the to 34
mDYNs with amplitudes closest to the median, i.e. along
the vertical line ofFig. 5C. As in Paradigm 1, these two
sets are disjoint, indicating again that phase and attenuation
constitute independent parameterizations of dendritic arbors
(Neubig and Destexhe, 2001).

3.3.4. mPREs versus mDYNs
There was a qualitative difference between the mPRE and

mDYN data sets (Figs. 2C and 5C). In each scatter plot,
data lie along monotonic curves. Each curve corresponds to
a single dendritic path. For mPREs, the curves are concave
upward, indicating rise times increase in an exponential-like
manner as a function of amplitude. For mDYNs, the curves
are concave downward, indicating rise times saturate as a
function of amplitude.

The qualitative difference between the mPRE and mDYN
data sets can be seen inFig. 6, where we have cross plot-
ted their peak amplitudes and rise times and have overlaid
their maps of median locations. The first panel clearly de-
picts (1) the doubling of variability in the dynamic clamp
paradigm, and (2) grossly different structuring of the ar-
bor by resistive–capacitive filtering compared to localRin
and space clamp quality. The on-diagonal scatter in the left
panel reflects the parameterization of the dendritic arbor cre-
ated by resistive–capacitive filtering, while the off-diagonal
scatter reflects the structure created by spatial variation in
Rin (in Fig. 9B4 we show thatRin is eight times more
potent than space clamp). The relative potency of these
two factors vary from branch to branch, with the struc-
ture of terminal branches being dominated byRin, whereas
resistive–capacitive filtering dominates the structure in low
order branches. The difference between them can be seen
again in the third panel, where the two sets of median
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peak amplitude locations coincide in a couple locations at
most.

The temporal structure is shown in the middle panel where
we have used large marks for the 10–90% rise time data so
that they can be seen when behind the 0–100% rise time
data. The minute amounts of off-diagonal scatter indicate
that resistive–capacitive filtering (which again generates the
on-diagonal scatter) dominates the temporal parameteriza-
tion of the arbor compared to localRin and space clamp
quality. This can be seen in the third panel as well, where
the two sets of median rise time locations coincide in all but
a few instances.

3.4. Control trials: morphology

We ran control trials for neuronal morphology by uni-
formly and non-uniformly altering the dendritic arbor.
The morphology (and electrophysiology) of our recon-
structed TCN is representative of rodent ventrobasal
TCNs (Huguenard and Prince, 1992), whose diversity has
been characterized in neuroanatomical studies (Ohara and
Havton, 1994; Ohara et al., 1995). Because differences oc-
cur in overall size, not structure, the first set of alterations
consisted of rescaling branch length and diameter to reflect
the range of naturally occurring diversity.

Note that controlling for the range of diversity could not
have been accomplished by the alternative approach of us-
ing several reconstructed neurons. A multi-reconstruction
approach could not have extended results to neurons of other
brain regions that have similar dendritic structure, but which
fall outside the size range of TCNs. Lastly, scaling controls
for systematic errors in reconstruction (staining, fixation,
digitization, . . . ).

3.4.1. Rescalings
First, we uniformly decreased dendrite diameters by a

factor of 1.5 and drew a minimal envelope containing the
resulting mDYN rise time/peak amplitude data (Fig. 7). The
thinned dendrites generated more variability, increasing the
range from 3 to 5 pA, but thickening dendrite diameters by
the same factor led to a decrease in the variability from
3 to 1.6 pA. These relatively small changes indicate that

�

Fig. 7. Uniform rescaling: to extend the present results across nuclei and
species we created three new models with alternative morphologies based
on our reconstructed neuron and on the literature. Here, uniform rescalings
included length doubling, diameter thickening and diameter thinning.
These are the only ways in which rodent ventrobasal thalamocortical
neurons are known to differ from each other (Ohara and Havton, 1994;
Ohara et al., 1995), however we have greatly exceeded the natural range
of variation in order to extend the results to other nuclei and species.
Simulations were run on these new models. Associated mDYN data
envelopes are plotted for each, along with marginal histograms of peak
amplitudes. Range of variability in peak amplitude remained less than
10% of the range of mIPSC in vitro data. The skew of peak amplitudes
continued to be opposite of mIPSC in vitro data.
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our results are robust against errors in this most difficult
measurement in the 3D reconstruction process. Doubling the
length of each branch increased the range of mDYN peak
amplitudes from 3 to 5.7 pA. Similar changes were found in
rise times (ordinates).

All three new morphologies generated a larger number
of large amplitude mDYNs than small amplitude ones, as
shown in the negatively skewed amplitude histograms in the
lower panels. Such skew is in the opposite direction to the
skew of in vitro mIPSC data sets.

3.4.2. Branch point geometry
Signal transmission depends heavily on dendritic branch-

ing patterns. The reconstructed TCN comprised of 179
branches connected by 52 two-descendant, 12 three-
descendent, 2 four-descendent and 1 each of five-, six-, and
seven-descendent branch points. Branching up to order 7
(mean and median: 4) can be seen in top panel ofFig. 8,
where branch order is plotted as a function of distance from
the soma. Of the 69 branch points, the median distance to
the soma was 42�m, as indicated by the first vertical line,
which, as is characteristic of bushy arbors, is proximal to
the distance that divides the net membrane area in half
(67�m, second vertical line).

In the background, the lengths and positions of 108 termi-
nal branches are sorted by remoteness. As is characteristic
of bushy arbors, the median length of terminal branches was
51�m (range 5–195�m), which was much longer than both
the 16�m median length of the other 71 branches (range
3–65�m) and the 34�m median length of all branches.
Consequently, the median start distance of terminal branches
was 51�m.

A theoretical parameter relevant to dendritic processing
is the ratio at branch points of dendrite diameters, given by
.d

3/2
i /D3/2 for daughter branch diametersdi and parent

branch diameterD. Diameters of parent branches are indi-
cated by the relative size crosses in the top panel ofFig. 8,

�

Fig. 8. Diameters at branch points: to further extend the present results
across nuclei and species we created three more models with new alter-
native morphologies. Diameters were tuned to homogenize the 3/2 ratios
to values of the unperturbed maximum, unperturbed minimum, or unity,
given by.d3/2

i /D3/2 for daughter branch diametersdi and parent branch
diameterD. In the top panel, cross marks are placed at branch position
and order and are sized to reflectD, revealing the characteristically rapid
reduction in dendrite diameter. The 108 terminal branches are sorted by
remoteness of the proximal end, stretched out horizontally and shown
in grey. Second panel plots the 3/2 ratio of the 69 branch points. Verti-
cal lines mark the median branch point distance (left), and the distance
marking the 50/50 split of membrane area into distal and proximal halves
(right). This left/right relationship reflects the bushy nature of thalamo-
cortical arbors. Simulations were run on these new models, and resulting
mDYN data envelopes are plotted, along with histograms of peak ampli-
tudes. Again, range of variability in peak amplitude remained less than
10% of the range of mIPSC in vitro data. Except for the morphology with
3/2 ratios homogenized to the maximum, the skew of peak amplitudes
continued to be opposite of mIPSC in vitro data.

where the rapid reduction in branch diameter—yet another
characteristic of bushy arbors—is apparent.

Given these several characteristics, the proximal to distal
trend is from small 3/2 ratios to large 3/2 ratios, ranging
from 0.4 to 2.8 with a median of 1.5. They are plotted as a
function of distance from the soma in the second panel of
Fig. 8.
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We created three new morphologies by rescaling diame-
ters such that the 3/2 ratios were identical throughout the
arbor and equal to either the unperturbed maximum, un-
perturbed minimum, or unity as indicated by the horizontal
lines in the second panel. We then uniformly rescaled the
diameters to regain the initial net area, which also ensured
that the average diameter per unit length did not change.

Despite the wide range of 3/2 ratios in the reconstructed
TCN, the new unity morphology yielded surprisingly similar
mDYN peak amplitudes and rise times, as can be seen in the
third panel. Interestingly, the maximum and minimum mor-
phologies yielded different ranges of rise times but similar
ranges of peak amplitudes when compared with each other.

Despite differences, all six control morphologies yielded
mDYN peak amplitudes whose ranges were less than 10%
of the range of in vitro data. Therefore, we conclude that
our results are probably extensible to TCNs across nuclei
and species: the mechanisms of resistive–capacitive filtering,
local Rin, and space clamp quality play minor roles minor
in synaptic variability in these cells.

Fig. 9. Multiple events, heterogeneous conductances: multiple quantal events appear as distinct modes in amplitude histograms, even with heterogeneous
synapses. In contrast, in vitro histograms are unimodal. (A) Joint histograms of single and double quantal events, for the two cases of identical and
heterogeneous synapses. Heterogeneity was implemented as site dependent variation in peak conductances. Thus the histograms reflect the net heterogeneity
in all parameters that shape the postsynaptic current. The heterogeneous histogram was constructed using a 10:7 ratio of single and double events so as
yield a histogram similar to in vitro mIPSC data. However, this high proportion of double events is not plausible given the 4 Hz in vitro rate of mIPSCs.
(B1) Single quantal events from heterogeneous synapses given by a lognormal distribution. Lognormal parameters were chosen to yield a distribution
similar to in vitro mIPSC data. (B2) Peak conductances shown as a function (random) of distance from the soma, for the lognormal paradigm. (B3) The
mDYN data under lognormal heterogeneity. (B4) Two plots: black marks are a cross plot of perisynaptic escape voltage amplitudes with and without
somatic voltage clamp. Escape voltages diminish the net drive of the ions through the chloride channels (Vm −Esyn = 46 mV) by up to 40%. Perisynaptic
transients differ between clamped and unclamped conditions by less than 2 mV, as indicated by the dashed liney = x+ 2. Since this is less than 5% of
the net driving force, it indicates that localRin has a much greater influence than space clamp quality. Second plot consisting of grey marks show the
escape voltage peaks as a function of location for the unclamped scenario. (C) In vitro mIPSC data (Cox et al., 1997; LeFeuvre et al., 1997) re-plotted
from Figs. 2D and 5D.

3.5. Multiple quanta and heterogeneity

We address here two other sources of variability: multiple
quanta and heterogeneous synapses.

3.5.1. Coincident events
A portion of the synaptic variability recorded in vitro

may be due to temporal overlap of two or more quantal re-
leases. We created such a double event dataset by reusing
Paradigm 2 data. mDYNs from different locations were ran-
domly paired, aligned by onset, then summed. Each mDYN
was used exactly twice, creating 1416 of the more than 2
million possible double events. Thus we consider only max-
imal overlap, neglecting partial overlap and/or any facilita-
tion/depression. Given the low frequency of minis in vitro
and given the large number ofGABA-ergic synapses re-
ceived by individual TCNs, these are not significant sources
of variability.

As evident inFig. 9A, the resulting double event ampli-
tude range did not overlap the single event range, indicating
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that alone, multiple events cannot account for in vitro vari-
ability.

3.5.2. Gaussian peak conductances
We have used identical synapses spread throughout the

arbor in all preceding assays. Here, we heterogenize the con-
ductances, assigning each dendritic location a conductance
peak drawn randomly from a Gaussian distribution corre-
sponding to in vitro data (312± 0.22 pS)(Cox et al., 1997).
Under identical conductance kinetics,Idyns were triggered
and their recordings paired as above. We then created a
composite histogram, shown inFig. 9A, by adjusting the
proportion of single and double events ratio such that com-
posite histogram resembled in vitro histograms. A 10:7 sin-
gle:double ratio accomplished this.

Because the combined data spanned a contiguous range,
multiple events from heterogeneous synapses could lead to
an in vitro-like range of variability, potentially explaining the
distribution of mIPSC peak amplitude data. But considering
the low frequency of minis in vitro (4 Hz), the requisite high
proportion of multiple events relative to single events makes
this an unlikely explanation.

3.5.3. Non-Gaussian peak conductances
We switched to a non-Gaussian distribution of conduc-

tances, using a lognormal distribution given byα = −0.08
and β = 0.6, which yielded the 0–1.9 nS range of peak
conductances displayed inFig. 9B2. By design, resulting
mDYNs ranged from 0 to 67 pA in peak amplitude and from
0.4 to 1.9 ms in rise time (Fig. 9B3), and collected into a
histogram with an in vitro-like skew (Fig. 9B1).

If equivalent data had been obtained in vitro, the com-
mon procedure would have been to estimate the underlying
peak conductances by dividing the recordings by the driv-
ing force, which in our assays wasVhold − Esyn = 46 mV.
This procedure leads to peak conductances ranging 0–1.5 nS,
which is a 21% underestimation of the actual underlying
heterogeneity.

3.5.4. Escape voltages
Lastly, we monitored the local voltage transients at the

synapse to assess the effectiveness in the distal dendrites of
a somatic voltage clamp carrying 1 M� of series resistance.
These escape voltages ranged up to 18 mV in amplitude,
as shown inFig. 9B4. They depended equally on the peak
conductance (not shown) and on remoteness from the soma
as can be seen in light grey in the background.

With the voltage clamp removed, another round ofIdyns
were triggered. In this scenario, perisynaptic voltage tran-
sients differed from the corresponding escape voltages, but
only for the 50% with the lowest amplitude, as indicated
by the median crosshair inFig. 9B4. No locations differed
by more than 2 mV, which is less than 5% of the 46 mV
peak driving force. For comparison, differences in localRin
throughout the arbor led to an 18 mV range of transient
peaks, which is∼40% of the maximal driving force. Thus

variation in localRin generates eight times more variability
in synaptic variability compared to space clamp quality. This
underscores the previous result shown inFig. 4E, which in-
dicated that somaticRin is not a major determinant and that
recording solutions are free to be chosen to produce other
effects.

4. Discussion

We have contrasted the amplitude variability observed in
vitro with our computational assays using rodent ventrobasal
thalamocortical relay neurons (Fig. 1). Using identical pre-
determined synaptic currents, resistive–capacitive filtering
led robustly to approximately 1.5 pA of amplitude variability
(Figs. 2 and 3). Using identical dynamic synaptic currents,
resistive–capacitive filtering, local input resistance, and local
space clamp quality led to∼3 pA of variability (Fig. 5). Un-
der the same paradigm, variability in neurons twice this size
(Fig. 7) was still an order of magnitude narrower than the
in vitro range. We examined temporally overlapping events
and Gaussian conductances. Neither was able to correctly
expand the range, nor impart a skew that matched in vitro
data. In vitro levels of variability were obtained only when
synaptic conductances were non-Gaussian (Fig. 9B).

4.1. Distribution of synapses

Reconstructive electron microscopy studies of synapse
distributions on feline TCNs have shown that length densi-
ties of inhibitory synapses decrease from proximal to distal
regions by∼40% (bin width=10�m) (Liu et al., 1995; Sato
et al., 1997). Through reanalysis, we found that area density
is relatively constant (Fig. 1B). It is unknown whether all of
these inhibitory synapses are spontaneously active to equal
extents.

Regardless of actual distribution and spontaneity, it is
conservative to adopt a uniform area density of equally ac-
tive synapses (as we have done here) since it leads to the
broadest possible range of synaptic variability. Should stud-
ies reveal non-uniformity in rodents, then variability due
to extra-synaptic factors would be more narrow than our
present assessment. This would increase the strength of our
basic conclusion that amplitude variability in TCNs is due
to intra-synaptic organization. However, several extenuating
situations are conceivable that center around the issue of
skew.

4.2. Reversed skew

We ran single parameter control trials for morphological,
biophysical and experimental variables (Fig. 3). In each,
variability continued to be more than an order of magni-
tude narrower than in vitro variability (Fig. 1C). If multiple
parameter controls had been run, joint influences may
have widened the variability further. However, the baseline
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histograms (Figs. 2C and 7C) revealed a preponderance of
high amplitude events, which is the reverse of the in vitro
skew (Fig. 1C). The preserved spatial relations in control
trial data (Fig. 3) indicate that reversed skew is preserved;
thus even if joint influences multiplicatively broadened the
range to in vitro proportions, the skew would be incorrect.

Theoretically, there are synapse distribution/activity pat-
terns capable of countering the propensity towards a reversed
skew. An active population comprising (i) a few percent of
proximal synapses, (ii) most intermediate synapses, and (iii)
no distal synapses would be an example. Uniform partici-
pation of this subpopulation would yield a correctly skewed
amplitude histogram, but would require at least 50% of the
inhibitory synapses to be spontaneously inactive and would
result in a more narrow variability range. Nonetheless, if
one assumes that influences combine multiplicatively, then
such synapse patterns might yield amplitude variability on
the scale of in vitro data and with the correct skew. In this
event in vitro variability may not depend on intra-synaptic
organization.

4.3. Differential activation

Because space clamp quality in intermediate and distal
dendrites was degraded, large perisynaptic voltage tran-
sients were seen (Fig. 9B4). Such transients might activate
voltage gated currents. Since their amplitudes were site de-
pendent, this would result in differential activation, which
would alter amplitude variability, possibly increasing it. In
TCNs, candidate currents includeIKa, IK2, Ih, andINap, as
well as currents carried by Ca2+, notably the low threshold
calcium T-currentIt (Coulter et al., 1989; Crunelli et al.,
1989; Huguenard, 1996; Jahnsen and Llinás, 1984a; Llinás
and Jahnsen, 1982; Huguenard and McCormick, 1992;
McCormick and Huguenard, 1992).

Although plausible, differential activation is unlikely for
several reasons. (1) Fundamentally different in vitro record-
ing paradigms have led to similar variability ranges: (a) de-
polarizing events have been recorded withVhold = −60 mV
and a reversedECl− (LeFeuvre et al., 1997) (Fig. 1C1),
(b) hyperpolarizing events have been recorded withVhold =
−10 mV and an unreversedECl− (Cox et al., 1997) (Fig.
1C2). (2) Escape voltages were less than 18 mV (Fig. 9B4),
indicating that paradigms (a) and (b) took place in distinct
voltage regimes separated by∼15 mV. (3) Paradigms (a) and
(b) established net driving forces of opposite sign. (4) Ac-
tive potassium, sodium and mixed currents had been blocked
in both paradigms. (5) The inclusion/exclusion ofIt led to
less than 0.3% change due to its window component and not
through its activation (Fig. 3A).

4.4. Multiple events and heterogeneous conductances

Temporal overlap may contribute to variability. Our
results indicated that coincident events would produce

well-defined modes in amplitude histograms (Fig. 9A, B).
Distinct modes are not found in in vitro data (Fig. 1C). We
did not examine partially overlapping events, which under-
estimated the range of double event amplitudes. However, in
vitro event frequency is less than 4 Hz in TCNs (LeFeuvre
et al., 1997). Since the typical event duration is less than
1/4th the period of 4 Hz activity, overlapping events were
not frequent enough to play a significant role.

This assumes that behaviors are not far from average. In
order for non-average behavior to be significant, it would
need to occur much more frequently. This could occur
if the inter-event interval data for individual cells were
non-Gaussian to an extent that modal values differed from
the mean. This has not been reported (Cox et al., 1997;
LeFeuvre et al., 1997; Leresche, 1992; Ulrich and
Huguenard, 1996; Zhang et al., 1997).

We considered multiple events in combination with Gaus-
sian conductances. Based on the mean and variance of in
vitro data (Cox et al., 1997) quantal events had a contigu-
ous range of amplitudes (Fig. 9A). However, multiple events
would need to be 70% as frequent as single events to yield
the correct skew. If we assume independence among spon-
taneous events, such a ratio is not feasible given the low
frequency of events in in vitro data.

The assumption of independence deserves discussion
since multiple vesicle releases would be masked if their
timing were coordinated to provide simultaneous releases.
In this case, the 4 Hz rate could not be used to argue against
a large proportion of multiple simultaneous events.

One potential coordination mechanism would be the ex-
istence of multiple synapses per afferent neuron. Since a
single thalamic reticular neurons forms many synapses on
each target TCN, action potentials initiating spontaneously
nearly anywhere in the axon arbor could coordinate re-
leases at a number of synapses. In the present analysis, this
mechanism is ruled by the bath application of TTX during
recordings.

A second potential mechanism would be the disregulation
in the presynaptic bouton of intra-cellular calcium concen-
trations. This mechanism would be a factor at boutons that
support multiple release sites. While multiple release sites
cannot be ruled out, disruption of calcium regulation would
likely be catastrophic given the numerous cascades initiated
by elevated concentrations.

4.5. Conclusion

Having examined voltage activated currents, resistive–
capacitive filtering, local input resistance, space clamp
quality, temporally overlapping events, and Gaussian het-
erogeneities, our overall finding is that none of these fac-
tors, either alone or in aggregate, is able to explain the
distribution of quantal event amplitudes that are observed
in vitro. We obtained the width, skew and unimodal nature
of in vitro data only when we switched to non-Gaussian
distributions of peak conductance (Fig. 9B). Our trials with
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altered morphologies and biophysical parameters extended
these findings to thalamocortical general.

The rodent somatosensory system has important features
that will be advantageous in future studies of synaptic vari-
ability. First, inhibition in the ventrobasal complex derives
from a single type ofGABA-ergic neuron, which comprise
the thalamic reticularis nucleus. They are its only neuronal
type (Benson et al., 1992; Harris et al., 1987; Houser et al.,
1980; Ohara and Lieberman, 1993; Williams and Faull,
1987). Second, depending on the animal’s behavioral state,
reticulothalamic inhibition serves one of two dramatically
different functions. During drowsiness and non-REM sleep,
inhibitory inputs to thalamocortical neurons provide phasic
hyperpolarizations which initiate the rebound low thresh-
old spikes that are essential to sleep oscillations. During
wakefulness, the inhibition is part of the processing of sen-
sory information as it passes through the thalamus before
reaching the neocortex. Compared to other systems, the two
distinct roles place twice the constraint on the functional
role that intra-synaptic heterogeneity may play in networks.
The rodent somatosensory thalamus is thus a prime can-
didate for molecular genetic approaches of intra-synaptic
heterogeneity and of heterogeneity’s role in brain function
at higher levels of CNS organization.
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