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ABSTRACT 

Despite their electrotonic compactness, neocortical pyramidal cells cannot be considered 
as point neurons because of nonlinear interactions between-inputs on the same dendritic 
branch. Using compartmental simulations. we have shown that dendritic saturation is 
significant for physiological levels of synaptic activation. We also show that the firing 
of about 10% of the total number of inhibitory synapses on a cortical pyramidal cell is 
sufficient to reduce and even completely suppress the Cuing of neurons receiving strong 
excitatory input. Finally. we present a reduccd pyramidal cell model (9 compartments) that 
runs significantly faster yet faithfully reproduces the behavior of the full 400 
compartment mee l .  The reduced model will be used for future physiological network 
simulations. 

15.1 DENDRITIC SATURATION 

The basal and oblique dendrites of neocortical pyramidal cells are electrotonically 
Compact [I]. A single EPSP produces virtually the same effect at the soma where 
ever it originates from on the basaVoblique tree. It may seem that such a neuron 
would resemble the point neurons used in most connectionist-type networks, but this 
ignores the fact that dendritic terminal segments are quite isolated from each other and 
have high input im'pedances relative to the soma [2 ] .  These properties introduce the 
Potential for nonlinear interactions of inputs arriving on the same dendritic branch; 



the large dcpolarization produced in  a dcndriw by a single EPSP rcduccs the driving 
forcc on simullancous and subscqucnt EPSPS on thc same branch. 

Fcrswr and Jagadcesh 13) have rwnrly dcmonstrad that rhc s i x  of an EPSP evoked 
in visual cortical cells by clcc~rical stimulation of the LGN is reduced during 
depolarizations caused by visual stimulation compared to i~ size at the resting 
potential. The reduction in EPSP size was proportional to the somatic depolarization 
caused by the visual stimulation. Thus an EPSP that peaked at about 6mV at rest 
was reduced to less than 1mV when the cell was depolarized from a resting potential 
of -60mV to -40mV by visual stimulation (fig 9a of [3]). Ferster and Jagadeesh 
interpret their results as indicating that the synaptic sites (dendrites) are significantly 
more depolarized than the soma during synaptic activation of the cell. thus producing 
saturation by the process described above. 

Figure 1. Dendritic saturation 'during simulated physiological synaptic 
activation of a layer 2 pyramid. (A) Somatic membrane potential (Vm) during 
simuIation. A constant current of -0.1 nA is injected at t = 30 ms to prevent 
fuing (first asterisk). then 70 excitatory synapses are activated at a mean 
frequency of 50 Hz to simulate visual stimulation ( m n d  asterisk). 35 additional 
synapses are given a simultaneous stimulus to produce a control (first arrow) and 
test (second arrow) EPSP. The amplitude of the test EPSP is significantly reduced 
wi* respect to the control. Upper trace is result of simulation with all excitatory 
synapses directly on dendritic shafts. lower trace is result of simulation with all 
synapses on the heads of dendritic spines. (B) Peak amplitude of the test EPSP 
plotted against V, just before the EPSP occured, for a variety of firing 
kequencies of the 70 excitato synapses; t = 0 Hz. E = 25 Hz. G = 50 Hz. I = 75 
H L D = I M ) H ~ C = ~ ~ ~ H L %  = 300 Hz. J = 400 Hz. The amplitude of the EPSP 
decreased linearly with Vm. (C) Concurrent inhibition is included in the 
simulation (33 inhibitory synapses at twice frequency of excitatory synapses). 

We have simulated Ferster's experiment to test this hypothesis using a digitised 
model layer 2 pyramid, simulated as a 400 compartment model using CABLE M.70 
excitatory synapses (each 0.51s peak conductance) were placed randomly on the 
basalloblique dendrites, and were activated at a mean frequency (eg. of 200Kz) at 
80ms. A constant current of -0.lnA was injected starting at 30ms to prevent firing 



during the synaptic activation. 35 additional excitatory synapses were placed on thc 
same dendritic scgmcnts as thc initial 70, and were given a single simultaneous 

at Sms and again at 150ms. The firing of these 35 synapses represented 
he effects of electrical stimulation of the LGN - the first stimulation gave a control 
EPSP. the second, occuring during 'visual stimulation'. gave a test EPSP. Different 
trials could be produced by using a different seed for the random number generator 
hat produced the Poisson-distributed trains of EPSPs. We found that the test EPSP 
was significantly reduced with mpect to the control EPSP. Figure 1 shows the peak 
height of the test EPSP plotled against the somatic membrane potential just before 
he  EPSP  occur^. for a variety of input frequencies. 

In order to produce a steep enough slope on this graph, 33 inhibitory synapses (12 
somatic. others on pretenninal dendrites) were active concurrently with the 70 
excitatory ones. This is consistent with physiological results showing that inhibitory 
input to excitatory cortical cells is weak during null responses and is in fact strongly 
correlated with the degree of synaptic activation of the excitatory cells [5]. This is 
also consistent with microanatomical data indicating that excitatory cells make direct 
contacts with inhibitory cells. which then make direct contacts back onto the same 
excitatory population [61. 

15.2 EFFECTIVENESS OF INHIBITION 

When we added active conductances to the above model to produce adapting trains of 
action potentials, we found that the inhibition produced by 33 synapses significantly 
reduced the firing rate when the inhibitory synapses were discharging at a high rate 
(800Hz). Cortical pyramidal cells receive hundreds of inhibitory synaptic contacts on 
their somata and proximal dendrites [7]. Therefore, we increased the numbex of active 
inhibitory synapses in our simulation to determine if the concerted activity of a larger 
fraction of the cell's inhibitory input was sufficient to suppress frring. We found that 
the activity of about 200 somatic inhibitory synapses is sufficient to prevent a cell 
that is receiving strong excitation from firing. Consequently, we conclude that strong 
cortical inhibition is able to prevent the firing of even strongly driven pyramidal 
cells, contrary to previous conclusions [8]. 

The input resistance @in) of cortical neurons shows no significant reduction during 
the response to nonpreferred stimuli or even during sustained hyperpolarizations that 
are part of an optimal response to a visual stimulus [9],[3]. Tests of our model show 
that Rin decreases by at least 50% during the simulations using only 33 inhibitory 
synapses. This indicates that the level of inhibition used in our simulations was as 
least as great as the level of inhibition occuring during null or hyperpolarizing visual 
responses. This level of inhibition was not strong enough to suppress significant 
synaptic excitation. Consequently, the reason that the cell is not fuing at these times 
must be because of a lack of synaptic excitation. 
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Figure 2. A) Semi-log plot of voltage response of reduced (R) and full (F) 
model layer 2 pyramidal cells to a 0.44 ms 0 3  nA somatic current injection at t = 
5 ms. B) Comparison of firing rates of reduced (dashed traces) and full (solid 
traces) model layer 5 cells as a function of the firing rate of their 140 excitatory 
inputs. The somata of both models contain active conductances with exactly the 
same kinetics and densities. Each model also receives 45 inhibitory synapses. 
active at twice the rate of the excitatory ones. I = Initial, peak firing rate. C = 
Steady, adapted firing rate. The close fit of the two models demonstrates that the 
reduced model integrates excitatory and inhibitory synaptic input in the same 
manner as the full model. 
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15.3 REDUCED COMPARTMENTAL MODELS 

Furthcr rcscarch into the synaptic activation of cortical ccIIs will rcquirc the 
simulation of the network which is providing that activation. At present the speed of 
available computers is such that 400 compartment models are too large to be u s d  in 
network simulations. Most model neurons composed of just a few compartments 
have bcen assigned a somewhat arbitrary geometry, with no systematic testing of Ihe 
reduced model against the real cell or a more complece model. Such models may have 
the same Rin and time constant as the real cell, but typically will not accurately 
simulate the integration of inputs from the dendritic compartments into the soma. 
We have produced a 9 compartment model that faithfully reproduces the performance 
of the full 400 compartment model. 
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The 'equivalent dendritic profile' [I] conserves surface area but at the expense of axial 
resistance - the equivalent dendrite is too wide and does not produce significant 
attenuation of synaptic input Our approach is to conserve axial resistance by setting 
the diameter of the equivalent cylinder to a value such that the reciprocal of the axial 
resistance of the equivalent cylinder is equal to the sum of the reciprocals of the axial 
resistances of all the dendrites represented by that equivalent cylinder. The length of 
the equivalent cylinder is just the average length of all the dendrites represented by the, 
equivalent cylinder. The membrane resistance and capacitance are then scaled for the' 
loss in membrane area by matching the Rin and time constant with that of the full 
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mod~l. Thc rcsulring reduced modcl not only has dlc samc Rin and timc consun[ as 
hc  ful l  ccll, but also givcs Lhc samc voltagc rcsponsc LO a brier soma~ic current pulsc 
[I]. which dcpcnds on thc rate of flow of current from soma ID dcndriics (Figurc 2). 
When active conduccanccs arc takcn from h e  full  rnodcl and put dirccdy into Lhc 

modcl, boLh models show almost cxacdy Lhc samc r i n g  rcsponsc to identical 
dcndritic synaptic input. This mans  that the reduced modcl has thc samc E-S 
coupling charac~ristics as rhc full model. 
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