Rapid state switching in balanced cortical network models
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Abstract. We have explored a network model of cortical microcircuits based on integrate-and-fire neurons in a regime where the reset following a spike is small, recurrent excitation is balanced by feedback inhibition, and the activity is highly irregular. This regime cannot be described by a mean-field theory based on average activity levels because essential features of the model depend on fluctuations from the average. We propose a new way of scaling the strength of synaptic interaction with the size of the network: rather than scale the amplitude of the synapse we scale the neurotransmitter release probabilities with the number of inputs to keep the average input constant. This is consistent with the low transmitter release probability observed in a majority of hippocampal synapses. Another prominent feature of this regime is the ability of the network to switch rapidly between different states, as demonstrated in a model based on an orientation columns in the mammalian visual cortex. Both network and intrinsic properties of neurons contribute to achieving the balance condition that allows rapid state switching.

1. Introduction

Cortical neurons in vivo are spontaneously active with a high degree of variability in the spike trains even in the absence of a driving input from the thalamus [1, 3]. As a consequence, most studies of single unit properties report average firing rates as a way to overcome this 'noise' and most models of cortical networks adopt the firing rate as the primary dynamical variable. Is noise a reflection of the inherent unreliability of single neurons or is it instead a fundamental feature of the dynamics of cortical networks?

In contrast to in vivo conditions, neurons recorded in cortical slice preparations have little spontaneous activity and are more hyperpolarized with respect to the firing threshold. The strengths of synaptic inputs to cortical cells are generally quite small, in the range 0.1–1 mV, which would require many tens of simultaneously activated excitatory inputs to reach threshold from the hyperpolarized levels found in vitro. This is consistent with the hypothesis that the function of a cortical neuron is to integrate many noisy inputs and to encode the average input in the average firing rate of a noisy spike train [2]. According to this view, only a time average of a spike train over a long interval (around 1 s), or population average across a large number of similar neurons (around 100) contains reliable information.

A different view has emerged from intracellular recordings of cortical neurons in vivo. In the awake state, cortical neurons are rarely hyperpolarized to the 'resting' levels observed in vitro but instead hover near threshold most of the time. In addition many cortical neurons in vivo have a small afterhyperpolarization following an action potential [4, 5].
These observations suggest that the ‘operating point’ of a cortical neuron may be just below spike threshold, in a state of readiness to respond to transient inputs [6–8]. If the average membrane potential in vivo were to be maintained just below threshold most of the time, the number of synaptic inputs required to reach threshold would be much smaller than in the case of cortical neurons in vitro.

In order to maintain the state of a neuron near threshold over a wide range of input conditions, excitatory inputs need to be balanced by inhibitory inputs, especially in cortical microcircuits where there are strong excitatory inputs from recurrent collaterals from neighboring pyramidal neurons. We have explored this balance hypothesis on the behaviour of a single neuron using a simple integrate-and-fire model and also a more realistic Hodgkin–Huxley-like model with active conductances [9]. We found that when the afterhyperpolarization in these models was small, and excitatory inputs were balanced by inhibitory ones, there was a high degree of fluctuation in the output spike train, similar to that observed from intracellular recordings of pyramidal neurons in vivo (see also [10, 21]).

A weak afterhyperpolarization implies that fewer simultaneous excitatory synaptic inputs are required to reach threshold; under these circumstances a single synaptic input could have a significant effect on spike firing. The amount of afterhyperpolarization in a neuron should therefore alter the dynamical behaviour of neurons in large networks. A central issue addressed in this paper is whether the balance condition, imposed artificially in models of single neurons, can be obtained in a network model that includes populations of inhibitory as well as excitatory neurons with small afterhyperpolarization. We find robust conditions under which a network of integrate-and-fire neurons with the basic architecture of a cortical column is balanced over a range of input conditions.

In contrast to conditions in which the output of a neuron is determined mainly by the average of its synaptic inputs, the so-called mean-field regime [11], the outputs of neurons in ‘balanced’ networks also depend on the fluctuations of the inputs. Strong fluctuations dramatically affect the time course of the transition of the network between different states of activity. We illustrate this in a network model of orientation columns in the visual cortex. The activity of the network switches rapidly to a new state when weak external input switches between two orientations.

2. Methods

2.1 The model

Consider a network of integrate-and-fire neurons, with separate excitatory and inhibitory populations. The dynamics of neuron $i$ ($i = 1, \ldots, N$) are governed by a leaky integrator model:

$$ C \frac{dV_i}{dt} = -g(V_i - V_0) + I_i(t) + I_i^0 $$

where $V_i(t)$ represents the membrane potential of the $i$th neuron, $V_0$ is the resting level, assumed to be the same for all the neurons in the model, $g$ is the input conductance, $I_i^0$ is an external input to the neuron $i$, and $I_i(t)$ is the synaptic current, generated by inputs from excitatory and inhibitory populations: $I_i(t) = I_i^{ex}(t) - I_i^{inh}(t)$. Each component is a sum of contributions from the spiking of individual neurons from the corresponding population. For simplicity, we neglect the driving forces for the synaptic currents and assume that these contributions do not depend on the postsynaptic membrane potential. This is a reasonable assumption if the membrane potential hovers around threshold most of the time. When a spike arrives at a presynaptic terminal, the postsynaptic current instantaneously increases
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according to the strength of the synapse, and decays with the time constant \( \tau^{es} (\tau^{in}) \). We neglect the rise time of the postsynaptic current, assuming that it is much smaller than the decay constant \([14]\). This dynamics of the synaptic currents are given by

\[
\frac{dI^{ex,in}_j(t)}{dt} = -\frac{I^{ex,in}_j(t)}{\tau^{ex,in}} + s^{ex,in}(t) \sum_i K^{ex,in}_{ij} \delta(t-t^{j,in}_i)
\]  

(2)

where \( K^{ex}_{ij} (K^{in}_{ij}) \) is the strength of the excitatory (inhibitory) synapse between neurons \( j \) and \( i \). The synapses are probabilistic and the binary random variable \( s^{ex}(t) (s^{in}(t)) \) equals 1 with the probability \( p_{ex} (p_{in}) \), and is zero otherwise. The spike in neuron \( j \) occurs at time \( t_j \).

When the potential \( V_i \) reaches a threshold value \( V_{th} \), neuron \( i \) emits a spike and its membrane potential is reset instantaneously to a fixed reset potential, \( V_{reset} \). The synaptic strengths are comparable in magnitude to the reset potential.

Rather than model the inputs to the network from the thalamus and other cortical areas with spike trains, the external input current \( I^{ext}_i \) is a continuous variable and provides only a weak bias to the network rather than a strong driving input.

2.2. Conditions for validity of the mean-field approximation

The amplitude of synaptic current fluctuations in a neuron can be estimated from the parameters in the model. Consider the excitatory component of the synaptic current for one of the model neurons. From equation (2), the average value of \( I^{ex}_j(t) \) in the steady state is approximately \( I \sim K \tau (pvn) = K \tau^{ex} v_{tot} \), where \( K \) and \( p \) are average strength and reliability of an excitatory synapse, \( v \) is an average spiking rate, \( n \) is the number of excitatory synapses, and \( v_{tot} = pvn \) is the total frequency of incoming excitatory synaptic inputs. We can estimate the minimum amplitude of the fluctuations of the current when the presynaptic neurons are uncorrelated. Then the standard deviation of \( I \) is approximately

\[
\sigma_I \sim K \sqrt{\tau^{ex} v_{tot}}.
\]  

(3)

In the static mean-field approximation the fluctuating current is replaced by the average current, as determined by the average spiking rates of the presynaptic neurons (for a more detailed discussion see \([12, 13, 15]\)). This approximation is valid when the fluctuations are small compared to the mean current required to drive the neuron from the reset potential to the threshold potential, \( I_{reset} = g(V_{th} - V_{reset}) \). The reset current rather than the total excitatory current should be compared with the size of the fluctuations since a significant fraction of the total excitatory current must be compensated by the inhibition to prevent overloading the neuron with excitation. Thus, the mean-field approximation is only valid when the value of dimensionless parameter \( k = \sigma_I/I_{reset} \) is much less than one. Alternatively, one may consider the standard deviation of the potential, \( \sigma_V \sim \sigma_I/g \), relative to the change of voltage following reset. Expressing parameter \( k \) in terms of the average excitatory postsynaptic potential, \( E \sim K \tau^{ex} / g \), the static mean-field regime is given by the condition

\[
k \sim \frac{E}{\Delta V} \frac{\tau_m}{\tau^{ex}} \sqrt{\tau^{ex} v_{tot}} \ll 1
\]  

(4)

where \( \Delta V = V_{th} - V_{reset} \), \( \tau_m = C/g \) is the membrane time constant. Intuitively, \( k \) is large when the magnitude of reset is small compared to the expected fluctuation in the membrane potential within the time course of the synaptic current. A rough estimate for \( k \) for a neuron in visual cortex responding to its preferred stimulus based on \( E \sim 0.1 \) mV, \( V_{th} - V_{reset} \sim 5 \) mV, \( \tau_m \sim 20 \) ms, \( \tau^{ex} \sim 5 \) ms, \( p \sim 0.1 \), \( n \sim 1000 \), \( v \sim 50 \) s\(^{-1} \) in equation (4) \([2]\) yields
$k \approx 0.5$. Under these conditions, the magnitude of current fluctuation within a synaptic time constant is comparable to the current needed to reach threshold. Hence, the dynamics is dominated by fluctuations and the mean-field approximation would not hold. Although some of these numbers are far from being reliably known, and our estimate could be an order of magnitude off, the above estimate for $k$ indicates that there are reasonable values for the parameters under which the visual cortex may be operating in the non-mean field regime. In this paper, we use network simulations of integrate-and-fire neurons to explore this regime.

For convenience, the membrane potential was linearly transformed so that $V_0 = 0$, $V_{th} = 1$ and $C = g = 1$. With these choices the current was dimensionless.

3. Results

3.1. Homogeneous network

The homogeneous model is meant to roughly approximate a small population of neurons in layer 4 of the cortex. Inputs from the thalamus contact both excitatory and inhibitory neurons in layer 4. Around 20% of cortical neurons are inhibitory and 20% of the synapses on a typical cortical pyramidal neuron from neighboring neurons are inhibitory [4]. In the network model there were 400 excitatory and 100 inhibitory neurons and the external input to each neuron, $I_0 = 1.001$, was chosen to bring each neuron just above the firing threshold. The reset was close to threshold, $V_{reset} = 0.9$. The excitatory neurons in cortex have recurrent collaterals that make synapses with other excitatory neurons within the same column as well as with inhibitory neurons. This intracolumnar network was modelled with complete connectivity between all the excitatory neurons, and between all the excitatory and inhibitory neurons in the network. All the connections had the same strength $K^e = K^i = 0.02$. With this choice of excitatory synaptic strength, five simultaneous excitatory inputs would be sufficient to elicit a spike starting from the reset level. Activity in the larger excitatory population was balanced by choosing a higher probability for transmitter release at inhibitory synapses $p_i = 0.7$ compared with that at excitatory synapses $p_e = 0.2$. This choice of parameters leads to $k \sim 0.5$, similar to the estimate made for cortical neurons discussed above.

The unusual dynamics of the network are apparent in figure 1, which shows raster plots for selected neurons. All of the neurons in the network showed spike firing with high variations on a typical time scale of few tens of ms, with an average rate that varied from from 0 to 200 spikes per second. Although the pattern of firing varied dramatically with time (upper trace), all the neurons in the network, including the inhibitory neurons, had about the same average firing rate during any given interval. Despite strong correlations on the time scale of 20–50 ms, the spikes were not synchronous on the 1 ms time-scale, as shown in the cross-correlogram shown in figure 2. The broad peak in the cross-correlogram with a narrow peak near a time delay of zero is typical of spike trains recorded in vivo [4].

The total synaptic current in a single neuron fluctuated around zero even though there were massive swings of the excitatory inputs on a 20–50 ms time-scale, as illustrated in figure 3. This is consistent with a rough balance of excitation and inhibition as a consequence of feedback inhibition that closely matched the excitation. The fluctuations in the net synaptic current were nonetheless much higher than the superthreshold part of the external input $I_0$. Thus, the positive feedback from other excitatory neurons in the same network served as a high-gain amplifier. Stability was insured by strong inhibition that throttled the chain reactions triggered by chance firing in some excitatory neurons.
We studied the behaviour of the network with different sets of parameters and found the most important parameters for determining the dynamics to be the relative time-scales of excitation and inhibition. When inhibition was faster than excitation, the variations in the firing rates of the neurons were less pronounced, although the firing remained highly variable. If, however, inhibition was slower than excitation, the network collapsed into sharp synchronized bursts of activity.

Finally, we varied the strength of the input current $I_0$ from just below threshold to just above threshold. When the strength of the input current crossed the threshold value, the activity in the network jumped from zero to a nonzero rate. This indicates that when the input is close to a threshold, which we suggest is typical during both spontaneous and driven activity, the network is close to a bifurcation point between quiescent and active states, and as a consequence is highly sensitive to the fluctuations of the input. We will return to this point in the context of columnar organization.

### 3.2. Scaling of the network

Real networks in the cortex contain many more neurons than the simulation of the 400 neuron network. As we increase the size of the model network, how should the parameters be changed to allow comparisons among networks and how should these parameters be
Figure 2. Average cross-correlogram for 100 pairs of excitatory neurons from those shown in the figure 1.

Figure 3. Demonstration of the balance between synaptic currents in a single model neuron from a network of interacting integrate-and-fire neurons. The dashed line is the summed excitatory synaptic currents and the solid line is a plot of the total synaptic current including both inhibitory and excitatory inputs.
compared with experimental measurements? The answer to this question depends on the
dynamical state of the cortical network. The usual approach is to decrease the strengths
of all synapses with the size of the network to conserve the average synaptic currents to
a neuron, assuming that the presynaptic firing rates remain fixed. However, this form of
scaling does not maintain the fluctuations of the current, at least under conditions when there
is no synchrony. Given the variability observed in cortical neurons, this type of scaling
may not be appropriate for modelling a visual column responding to an effective stimulus.

Another possibility would be to scale the reliability of synapses rather than their strength.
In this approach, as the size of the network increases, each neuron experiences the same
number of synaptic events of the fixed strength, and fluctuations will not change, at least
when neurons in the model are not synchronized. In reality the situation is more complicated
due to the change of the dynamical state with the growth of the network.

We illustrate the differences between these two ways of scaling by simulating networks
with between 350 and 5600 neurons. The parameters in these networks were similar to those
in figure 1, and 20% of the neurons in each network were inhibitory. The network with 5600
neurons scaled by synaptic strengths had more regular activity than the network with 350
neurons: the average coefficient of variation of interspike intervals (cv) fell from over 1.0
to about 0.15. In contrast, the network with 5600 neuron scaled by the synapses' reliabilities
remained highly irregular with a cv of 0.8. Spike trains from these large networks and the
dependence of cv on the size of the network are shown in figure 4.

3.3. Columnar organization

The cortex is topographically organized with a higher degree of connectivity within a vertical
column than between columns. Neurons in an orientation columns in primary visual cortex
are arranged so that the preferred orientation changes gradually across columns except
at occasional discontinuities [16]. These architectural features were incorporated into a
model with 800 excitatory and 200 inhibitory neurons arranged in one-dimensional array.
Each neuron was labelled with a preferred orientation from $-90^\circ$ to $90^\circ$, including both
excitatory and inhibitory populations, and the neurons at the two boundaries were identified
to give the network a circular topology to minimize boundary effects. In contrast to the
previous network, synaptic connections were only allowed between neurons with preferred
orientations differing by less than $30^\circ$ for excitatory neurons, and $36^\circ$ for inhibitory neurons.
This included recurrent excitatory connections among the excitatory neurons, recurrent
inhibitory connections among the inhibitory neurons, and reciprocal connections between
the excitatory and inhibitory neurons. All the allowed connections had same strength, $K = 0.02$.

The input to the network was a broadly-tuned excitatory current close to the firing
threshold, so that only a few neurons with preferred orientation near $0^\circ$ received a
superthreshold input, as shown in figure 5(a) (right panel). In the simulation shown in
figure 5, the activity was restricted to neurons within $30^\circ$ of the central peak of the input
distribution. However, the firing patterns of the neurons within the column were highly
irregular, similar to that observed in the homogeneous network. The average firing rates
are plotted as a function of orientation in figure 5(b), which can also be considered the
orientation tuning curve for a single neuron as a function of the orientation of the stimulus
(position of the peak input). Note that during the continuous 1 s response in figure 5(a), the
median of the distribution of spike firing shifted over time as the network fluctuated on a
50 ms time-scale.
3.4. Dependence on the stimulus amplitude

We investigated the influence of the stimulus amplitude on the orientational selectivity of the network. The input shown in figure 5(a) was modified to keep the baseline constant while the peak excitation was varied from just above the threshold to 10% above threshold to mimic a change in the contrast of the stimulus. The family of orientation tuning curves is plotted in figure 6. Three features should be noted. First, as the input amplitude increased, the amplitude of the tuning curves grew significantly, without a significant increase of the tuning width. The invariance of the tuning width to contrast has been observed experimentally [25]. This effect is discussed in the framework of mean-field model in [26]. Second, as was already noted, when the input first crossed threshold, the activity of the network started with the finite response of about 20 spikes/s, indicating that the network was close to a bifurcation. Finally, as the input amplitude came closer to threshold, the network was activated with increasing delay, which also fluctuated strongly from trial to trial. For the lower curve in figure 6 the delay averaged 50 ms. In our simulations at low input, it took longer for neurons reach their thresholds and to bifurcate to an active state (see discussion).
3.5. Rapid switching

When visual input to the cortex is rapidly switched following a saccade, it is important that the neurons in the primary visual cortex be able to shift rapidly from one configuration to
Figure 6. Tuning curves for neurons in the orientation column model. The same plot as in figure 5(b) with four different peak amplitudes of external input: 0.1%, 1%, 5% and 10% from bottom to top, respectively.

Figure 7. Rapid switching in a locally connected network, as in figure 5(a). The tuning curve of the external input instantaneously shifted from 0° to 90° at t = 500 ms. The arrow at the top indicates the time when the shift occurred.
another. This was simulated by instantaneously shifting the peak of the input curve shown in figure 5(a) from 0° to 90°, as shown in figure 7. The network reorganized in less than 50 ms to a new firing pattern in response to the new input without activity moving through neurons with intermediate orientation preferences. The shift shown in figure 5 occurred during a transient burst of activity in the population around 0°, which was abruptly terminated. As in the homogeneous case, the speed with which the network shifted from one configuration to another was sensitive to the relative time constants of excitation and inhibition. The transitions were faster when inhibition was faster than excitation. In the simulations shown in figure 8, the transition time was about 10 ms when the time constant of excitation was 20% slower than that of inhibition.

4. Discussion

The simulations presented here demonstrate a new regime for neural network dynamics that occurs under conditions that match in vivo recordings from cortical neurons. This includes quantitative measures of the irregular firing patterns observed in cortical neurons and the cross-correlations between them. In agreement with experimental results of [17, 18], the orientation tuning of the excitatory and inhibitory input currents to a neuron had the same orientation tuning. Although external input currents were weak, the currents generated through feedback connections within the network were substantial. In the balanced regime, fluctuations of the synaptic input to a given neuron were large even if there was no correlation of the presynaptic activity.
4.1. Rapid state switching

The cerebral cortex receives a rapidly shifting report from the external environment and must extract fleeting information from this input stream. The balanced network can rapidly switch to a new state within a few tens of ms following a sudden shift in the input. This property of the network allows feedback-mediated cortical dynamics to contribute to the information processing on a short time-scale (see also [13]). This is compatible with experiments showing that the response properties of neurons in visual cortex were already specific within the first few tens of ms after the response onset [19, 20].

The balance condition, which was essential for permitting rapid state switching, depended on several features of the network architecture. Many conditions were tested, but the most robust results were obtained when the range of excitatory and inhibitory interactions were similar. In addition, it was important that the external inputs were only strong enough to bring the neurons to threshold; this insured that even those neurons not in an active state were fluctuating near threshold. Thus, only small shifts in the input were needed to produce a large change in the activity. These conditions illustrate the importance of network parameters, as well as internal properties such as a small reset, for achieving the balanced state of the neurons in the cortical network model.

A network with a similar architecture but with long-range inhibition, and operating in a mean-field regime was analyzed in [21, 26]. The mean-field model produced a distribution of average firing rates similar to that in the present model but without the large fluctuations observed in our model. A more dramatic difference between the two models emerged when the input was suddenly shifted. As shown in [26], the activity continuously 'moved' through neurons with intermediate preferred orientations until it matched the peak of the new input distribution (this was called 'mental rotation' in [22]). This effect was also demonstrated in a more realistic model of spiking neurons [23], where the cause of rotation was the active modulation of synapses rather then the shift of the input.

Another interesting dynamical aspect of the network is a bifurcation between the quiescent and active states. We found that as the external input amplitude crossed the threshold value, the network activity started with finite firing rates, but at threshold there was a longer delay that had variable duration. A dependence of the delay on the contrast of the stimulus has been observed in recording from the cortex [24]. In our simulations, the fluctuating input from thalamus and remote cortical areas was modelled as a constant input current. In the real situation, it may be that as the contrast is reduced to just noticeable values, the network experiences randomly positioned bifurcations to the active state with finite firing rates. The biological implications of this observation deserve further study with experimental and modelling techniques.

4.2. Network scaling

One way to characterize the collective properties of a network is to increase its size and observe its behaviour in the limit as it becomes infinite. Increasing the size of the present network with fixed values of synaptic strengths leads to increased variability. If the strengths of the synapses are normalized with the size of the network, the mean-field approximation becomes exact in this limit and the fluctuations are reduced to zero (called the thermodynamic limit for physical systems). This normalization can be justified only if fluctuations are small \( k \ll 1 \), see (4)). We propose another way of scaling up the network by normalizing the synaptic reliability. Our simulations demonstrate that these two ways of scaling may lead to very different behaviours as the network size grows. The probabilities
for excitatory neurotransmitter release in our model ranged from $p_{es} = 0.2$ to 0.01 (see figure 4). These small values are representative for the majority of excitatory synapses in the hippocampus [27, 28]. Our model demonstrates how reliable active states can emerge from highly unreliable synapses.

The network was stable over a wide range of parameters in our simulations. This was quite surprising since positive feedback from recurrent collateral between excitatory neurons tends to produce an explosion of activity. The key to self-stabilizing the network was fast feedback inhibition that balanced the excitation. The high gain of the circuit can amplify weak input signals without sacrificing steady-state stability. This feature of the network connectivity is similar to that of the canonical cortical microcircuit introduced by Douglas and Martin [18].

The synaptic strengths in the model were fixed, but in biological systems, the synaptic strengths may be modulated on fast and slow time-scales, depending on the firing rates of the neurons and other conditions [29]. The reliability of synapses may also be regulated. It would be interesting to investigate the behaviour of the model network with dynamically changing parameters. By changing some parameters, such as the reset amplitude, the network could switch between the mean-field regime and the strongly fluctuating one described in this paper and adjust its sensitivity to information on different time-scales. One of the most important properties of the input is its rate of change and we have already shown how the network with one set of parameters reacts to an instantaneous change. It will be of interest to explore other sets of parameters and other types of time-varying inputs.

The focus of this paper has been on a greatly simplified version of cortical architecture. The goal was to study the stability and switching behaviour in a new dynamical regime where fluctuations are strong. There are many extensions of the model that would make it more biologically realistic, including two-dimensional topography and additional populations of neurons representing cortical layers. In the cortex there is a variety of neuronal types that differ in their intrinsic properties as well as their connectivity and these need to be included to more accurately account for processing in visual cortex. These extensions are under investigation.
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Note added in proof. A model of orientation selectivity in cat visual cortex [30], based on recurrent excitation and similar in spirit to the more simplified model studied here, reached similar conclusions regarding cortical dynamics.
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